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Abstract 
Qualitative text data—such as student feedback, interview transcripts, and online content—are 
increasingly available from web-based sources and institutional repositories. However, their 
unstructured nature makes large-scale analysis difficult. Text clustering helps organize such data by 
grouping documents with similar content. This tutorial presents a step-by-step workflow for clustering 
Thai-language texts using TF-IDF and the K-means algorithm in Python. It covers preprocessing, 
vectorization, clustering, and evaluation, with code examples based on Thai-language documents. 
The tutorial concludes with examples of educational applications, including analyzing open-ended 
survey responses, exploring curriculum topics, and identifying emerging themes in academic writing. 
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บทคัดยอ 
ขอมูลประเภทขอความเชิงคุณภาพ เชน ขอเสนอแนะจากผูเรียน บันทึกการสัมภาษณ และเนื้อหาออนไลน ใน
ปจจุบันสามารถเขาถึงไดงายมากข้ึน ทั้งจากแหลงขอมูลบนเว็บไซต และคลังขอมูลของหนวยงานตาง ๆ อยางไรก็
ตาม ขอมูลเหลานี้เปนขอมูลที่ไมมีโครงสราง จึงทําใหการวิเคราะหขอมูลในระดับขนาดใหญเปนไปไดยาก การจัด
กลุมขอความ (text clustering) เปนวิธีการที่ชวยจัดการขอมูลดังกลาวโดยจัดกลุมเอกสารที่มีเนื้อหาคลายกนัให
อยูในกลุมเดียวกัน บทชวยสอน (tutorial) นี้นําเสนอขั้นตอนการจัดกลุมขอความภาษาไทยทีละขั้นตอน โดยใช
เทคนิค TF-IDF รวมกับอัลกอริทึม K-means ดวยภาษาไพทอน ซึ่งครอบคลุมกระบวนการตั้งแตการเตรียมขอมูล
เบื้องตน (preprocessing) การแปลงขอความเปนเวกเตอร (vectorization) การจัดกลุม ไปจนถึงการประเมินผล 
พรอมตัวอยางโคดที่อางอิงจากเอกสารภาษาไทย และสรุปกรณีศึกษาการประยุกตใชในบริบททางการศึกษา เชน 
การวิเคราะหคําตอบแบบปลายเปดจากแบบสํารวจ การสํารวจหัวขอหลักสูตร และการระบุธีมในการเขียนเชิง
วิชาการ  
 
คําสําคัญ : การจัดกลุมขอความภาษาไทย, ขอมูลเชิงคุณภาพ, TD-IDF, K-means, ไพทอน, การทําเหมือง
ขอความ 
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ความเปนมาและความสําคัญ 
ขอมูลประเภทขอความเปนขอมูลรูปแบบหนึ่งท่ีเพ่ิมขึน้อยางรวดเร็ว (Mehta et al., 2024) 

ทั้งจากโซเชียลมีเดีย เชน เอกซ (X) อินสตาแกรม (Instagram) และเฟซบุก (Facebook) ซึ่งมักจะ
อยูในรูปแบบขอความสั้น (short text) และเปนขอมูลที่ไมมีโครงสราง (unstructured data) 
(Ahmed et al., 2022) ขณะเดียวกันการจัดการเรียนรู ในปจจุบันมีการจัดการเรียนรู โดยใช
เครื ่องมือหรือแพลตฟอรมออนไลน เชน ระบบการจัดการเรียนรู  (LMS) ซึ ่งทําใหเกิดขอมูล 
ทั้งที่มีโครงสรางและไมมีโครงสรางจํานวนมหาศาล เชน ขอมูลจากงานที่มอบหมายผานฟอรัม  
หรือการสนทนาผานแช็ต (Ferreira‐Mello et al., 2019) ซึ่งการวิเคราะหขอมูลเหลานี้เพื่อคนหา
ขอมูลเชิงลึกที่มีความหมาย (meaningful insights) จึงเปนสิ่งที่ทาทาย 

กระบวนการสกัดขอมูลหรือความรูที่นาสนใจ และมีคุณคาจากขอความที่ไมมีโครงสราง 
หรือการทําเหมืองขอความ (text mining) (Luque et al., 2019) สามารถทําไดหลากหลายวธิกีาร 
เชน การจัดกลุ มขอความ (text clustering) การจัดประเภทขอความ (text classification)  
การสรุปขอความ (text summarization) โดยหนึ่งในวิธีการที่มีการใชจํานวนมากคือ การจัดกลุม
ขอความ เนื่องจากสามารถคนหาโครงสรางที่ซอนอยูในขอมูลขอความที่มีขนาดใหญและไมมี
โครงสราง (Petukhova et al., 2025)  

การจัดกลุมขอความเปนกระบวนการคนหากลุมของขอความที่มีความคลายคลึงกัน
ภายในชุดขอมูล โดยวัดความคลายคลึงกันระหวางเอกสารดวยฟงกชันความคลายคลึง 
( similarity function) (Allahyari et al., 2017; Aggarwal & Zhai, 2012) โดยข  อความหรื อ
เอกสารที ่มีความคลายคลึงกันจะถูกจัดอยู ในกลุ มเดียวกัน (Bhattacharjee & Mitra, 2021)  
การจัดกล ุ มเป นอ ัลกอริท ึมการเร ียนร ู แบบไมม ีผ ู สอน (unsupervised learning) ซ ึ ่ งมุ ง 
ทําความเขาใจและวิเคราะหโครงสรางของขอมูลโดยไมมีตัวแปรตอบสนอง (response variable) 
หร ือป ายก ําก ับ ( label) (Timbers et al., 2024) และม ีล ักษณะเช ิงส ํารวจ (exploratory)  
เพ่ือคนหาโครงสรางหรือรูปแบบในขอมูล (Jain, 2010) แตในปจจุบันการจัดกลุมไมไดจํากัดเพียง
การเรียนรูแบบไมมีผูสอน 

กอนการจัดกลุมขอความจะตองแปลงขอความหรือเอกสารใหอยูในรูปแบบที่เหมาะสม  
ไมสามารถใชขอมูลดิบ (raw text) ไดโดยตรง ซึ่งเปนกระบวนการที่เรียกวา การแทนขอความ 
(text representation) โดยการแทนขอความที่นิยมคือ vector space model (Mehta et al., 
2024) ในปจจุบันมีวิธีการอื่น ๆ ที่มีความซับซอนมากขึ้น เชน การใชเวกเตอรแทนคํา (word 
embeddings) ที่เรียนรูจากขอมูลขนาดใหญ และการนําโมเดล Transformer มาสรางเวกเตอร
เชิงบริบท (contextualized embeddings) ที่ปรับเปลี่ยนตามประโยคซ่ึงชวยใหการจับความหมาย
ของขอความแมนยําขึ้น และผลลัพธการจัดกลุมมีประสิทธิภาพมากขึ้น 

บทชวยสอน (tutorial) นี้มีจุดมุงหมายเพื่ออธิบายความรูพื ้นฐานเกี่ยวกับการจัดกลุม
ข อความอย างเป นล ําด ับ โดยจะครอบคลุมแนวคิดเบื ้องตนของการจัดกล ุ มข อความ 
ลักษณะเฉพาะของขอมูลประเภทขอความซึ่งเปนการแปลงขอความเปนเวกเตอร อัลกอริทึม 
การจ ัดกล ุ มข อพ ื ้ นฐาน เช น k-means, hierarchical clustering และ DBSCAN เกณฑ
ประเมินผล รวมทั้งแสดงตัวอยางการวิเคราะหจัดกลุมขอความภาษาไทยตั้งแตการเตรียมขอมูล
ไปจนถึงการตีความผลลัพธโดยใช Python เนื่องจากมีไลบรารีที่สามารถประมวลผลภาษาไทย 
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ไดดีและไดรับความนิยม นอกจากนี ้ย ังสรุปตัวอยางกรณีศึกษาการประยุกตใชในบริบท 
ทางการศึกษา เพ่ือใหผูที่สนใจสามารถประยุกตใชเทคนิคนี้กับปญหาวิจัยทางการศึกษาที่สนใจได  

 
วัตปุระสงคของบทความ 

1. เพื่อแนะนําแนวคิดพื้นฐาน หลักการ และขั้นตอนการจัดกลุมขอความภาษาไทย (Thai 
text clustering) อยางงาย 

2. เพื่อนําเสนอตัวอยางขั้นตอนการวิเคราะหและแปลผลการจัดกลุมขอความภาษาไทย
โดยใช K-Means และ TF-IDF ดวย Python 

 
แนวคิดการจัดกลุมขอความ 

การจัดกลุม (clustering) คือกระบวนการคนหากลุมของวัตถุ (objects) (Aggarwal & 
Zhai, 2012) หร ือโครงสรางกลุ ม (Sinaga & Yang, 2020) ที ่ม ีความคลายคลึงกันภายใน 
ชุดขอมูล โดยวัดความคลายคลึงกันระหวางเอกสารดวยฟงกชันความคลายคลึง (similarity 
function) (Aggarwal & Zhai, 2012; Allahyari et al., 2017) ในบริบทของขอมูลขอความ (text 
domain) การจัดกลุ มสามารถนําไปใชกับขอมูลในหลายระดับ เชน เอกสาร (documents)  
ยอหนา (paragraphs) ประโยค (sentences) และคํา (terms) (Aggarwal & Zhai, 2012) 

การจัดกลุมเปนอัลกอริทึมที ่ใชแบงชุดขอมูลออกเปนกลุ มยอยที ่มีความสัมพันธกัน 
(Timbers et al., 2024) โดยสมาชิกภายในกลุมมีความคลายคลึงกันสูงสุดและสมาชิกระหวาง
กลุ มมีความตางกันมากที่สุด (Sinaga & Yang, 2020) ดังนั ้นเอกสารที ่อยู ในกลุ มเดียวกัน 
จะมีความคลายคลึงกันสูงสุด สวนเอกสารที่อยูคนละกลุมจะมคีวามแตกตางกัน (Bhattacharjee 
& Mitra, 2021)  

การจัดกลุ มโดยทั ่วไปจะเปนการเรียนรู แบบไมมีผู สอน (unsupervised Learning)  
ซึ่งไมตองใชขอมูลที่มีปายกํากับ (labels) ลวงหนาในจัดขอความเขาสูกลุมตาง ๆ (Aggarwal & 
Zhai, 2012; Jain, 2010; Timbers et al., 2024) แ ต ก ต  า ง ก ั บ ก า ร จ ํ า แ น ก ป ร ะ เ ภ ท 
(classification) ซึ่งเปนการเรียนรูแบบมีผูสอน (supervised Learning) ซึ่งใชชุดขอมูลที่มีปาย
กํากับเพื่อฝกโมเดลใหสามารถระบุหมวดหมูของขอความใหมไดตามคุณลักษณะที่กําหนดไว
ลวงหนา (Aggarwal & Zhai, 2012) แตในปจจุบันทั้งการจัดกลุมและการจัดประเภทสามารถ
เปนไดทั้งประเภทการเรียนรูแบบมีผูสอนหรือไมมีผูสอน รวมทั้งการเรียนรูแบบกึ่งมีผูสอน (semi-
supervised learning) 
 การจัดกลุมมีวัตถุประสงคเพื่อ 1) คนหาโครงสรางภายในขอมูล (underlying structure) 
โดยชวยสรางขอสมมุติ ตรวจจับความผิดปกติ และระบุคุณลักษณะสําคัญของขอมูล 2) แบงกลุม
ตามธรรมชาติ (natural classification) โดยการจัดประเภทสิ ่งมีชีวิตเชิงอนุกรมวิธาน และ  
3) ยอหรือสรุปขอมูล (compression) โดยใชตัวแทนกลุม (prototypes) แทนชุดขอมูลขนาดใหญ 
(Jain, 2010) 
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การแทนขอความ (text representation) 
การประมวลผลภาษาดวยวิธีทางสถิติจะตองแปลงขอความใหอยู ในรูปของตัวเลข  

โดยแตละคําจะมีเวกเตอรแทนคา และเมื่อรวมขอความทั้งหมดเขาดวยกันจะไดเปนเมทริกซที่ใช
แทนชุดขอมูล ซึ ่งชวยจัดการกับขอความที่มีความยาวแตกตางกันใหมีขนาดคงที่และทําให
สามารถนําความรู ทางพีชคณิตเชิงเสนมาใชในการจัดการเวกเตอร คํานวณระยะหาง และ 
ความคลายคลึงกันไดงายขึ้น โดยการแทนขอความ (text representation) เปนกระบวนการ
แปลงขอมูลขอความดิบ (input text) ใหอยูในรูปแบบเชิงตัวเลข เชน เวกเตอรหรือเมทริกซ (Patil 
et al., 2024) ซึ่งกอนการจัดกลุมขอความจะตองทําการแทนขอความใหอยูในรูปแบบที่เหมาะสม  

การแทนขอความเริ ่มจากกระบวนการเตรียมขอมูลเบื ้องตน (preprocessing) เชน  
การลบคําที่ไมสําคัญ (stopwords) และการปรับใหคําอยูในรปูแบบพื้นฐานโดยวิธีการ stemming 
หรือ lemmatization (Mehta et al., 2024; Patil et al., 2024) สําหรับการประมวลผลธรรมชาติ
ภาษาไทยจะมีไลบรารี PyThaiNLP ซึ่งพัฒนาดวยภาษา Python และเปดใหใชงานไดฟรี (open-
source) โดยภายในไลบรารีจะประกอบดวยซอฟตแวร โมเดลที่ไดรับการฝกไวลวงหนา และชุด
ขอมูลตาง ๆ ที่รองรับงานดานภาษาไทยหลากหลายรูปแบบ เชน การตัดคําออกเปนหนวยยอย 
(tokenization) PyThaiNLP รองรับอัลกอริทึมการตัดคําหลายรูปแบบ โดยอัลกอริทึมเริ่มตนคือ 
newmm ซ ึ ่ งใช ว ิธ ี  dictionary-based maximum matching ของ Sornlertlamvanich (1993) 
ร  วมก ับ Thai character cluster ของ Theeramunkong et al. (2000)  (Phatthiyaphaibun  
et al., 2023) นอกจากนี้ ยังมีวิธีการตัดคําภาษาไทยอื่น ๆ เชน AttaCut ซึ่งเปนการตัดคําโดยใช
โมเดลการเรียนรูเชิงลึก (Chormai et al., 2019) 

ขอมูลขอความที่ผานการประมวลผลแลวจะนํามาสรางคลังคําศัพท (vocabulary)  
ซึ ่งประกอบดวยคําไมซํ ้าทั ้งหมดที ่ใชในชุดเอกสาร จากนั ้นจะแปลงขอความเปนเวกเตอร 
โดยสามารถทําไดหลายเทคนิควิธี เชน one-hot encoding (OHE) และ bag-of-words  โดยใน
บทความนี้จะอธิบายเทคนิคที่นิยมใชคือ bag-of-words (BoW) 

bag-of-words (BoW) คือเทคนิคในการแทนขอความใหอยูในรูปแบบเมทริกซ โดยแตละ
แถวของเมทริกซแทนประโยคหรือเอกสารในชุดขอมูล และแตละคอลัมนแทนคําแตละคํา 
ในคลังคําศัพท องคประกอบในเมทริกซจะแสดงคาความถี่ของการปรากฏของคําในแตละประโยค
หรือเอกสาร (non-binary BoW) หรืออาจใชคาทวิภาค (0 หรือ 1) เพ่ือระบุการมีอยูหรือไมปรากฏ
ของคํา (binary BoW) แตขอจํากัดสําคัญคือ BoW ไมสามารถจับบริบทหรือความสัมพันธ 
เชิงลําดับของคําได จึงมักนําไปใชกับงานที่เนนคุณลักษณะเชิงคําเดี่ยว (Patil et al., 2024)  

ในการจําแนกหรือจัดกลุมเอกสาร การเปรียบเทียบความคลายคลึงกันระหวางเอกสาร 
มักอาศัยการแทนเอกสารเปนเวกเตอรที่บงชี้ความสําคัญของแตละคํา ซึ่งนิยมใชคาความถี่ของคํา 
ในเอกสาร (term frequency: TF) แตเนื่องจาก TF ใหนํ้าหนักเทากันกับทุกคํา จึงไมสามารถ
สะทอนความสําคัญเชิงเนื้อหาได เชน คําทั่ว ๆ ไปหรือ stopwords ที่ปรากฏบอยแตไมชวยบงชี้
หัวขอหลัก ดังนั้น จึงจําเปนตองใชวิธีใหคะแนนคํา (term scoring) ที่สามารถปรับนํ้าหนักตาม
ความเกี่ยวของของแตละคําตอเอกสาร เพื่อใหเวกเตอรสะทอนความสําคัญของคําที่เกี่ยวของกับ
เนือ้หาไดอยางเหมาะสมและแมนยํายิ่งขึ้น (Mehta et al., 2024) 
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term frequency-inverse document frequency (TF–IDF) เปนวิธีการใหนํ ้าหนักคํา 
ในเอกสารเชิงสถิติที่ถูกนํามาใชเพื่อเพิ่มความแมนยําในการสืบคนขอมูล โดยประกอบดวยสอง
องคประกอบหลักคือ term frequency (TF) ซึ่งวัดความถี่ของคําหนึ่ง ๆ ในเอกสาร และ inverse 
document frequency (IDF) ซึ่งถวงนํ้าหนักตามความหายากของคํานั้นในคลังเอกสารทั้งหมด 
(Salton & Buckley, 1998)  

หลังจากที่แปลงขอความเปนเวกเตอร แตละเอกสารถูกแทนดวยเวกเตอรที่มีมิติเทากับ
จํานวนคําทั้งหมดในคลังศัพท จะทําใหไดแบบจําลองปริภูมิเวกเตอร (vector space model) ใน
รูปเมทริกซขนาด M x N โดยที่ M คือจํานวนคําในคลังคําศัพท และ N คือจํานวนเอกสารในชุด
ข อม ูล  โดยเมทร ิกซ น ี ้จะเร ียกว า term-document matrix หร ือ  document-term matrix  
(Patil et al., 2024)  

 
อัลกอริทึมที่ใชในการจัดกลุมขอความ 

หลังจากการแปลงขอความใหอยูในรูปของขอมูลเชิงตัวเลข การจัดกลุมสามารถใชเทคนิค
การจัดกลุมแบบดั้งเดิมมาประยกุตใชภายใตโครงสรางของ vector space model (Mehta et al., 
2024) อัลกอริทึมการจัดกลุมขอความแบงออกเปนหลายประเภทหลัก เชน  

1. การจัดกลุมแบบแบงสวน (partitioning algorithms) เปนวิธีจัดกลุมชุดขอมูล N จุด 
ใหเปน K กลุม โดยแตละจุดขอมูลจะอยูในกลุมเดียวเทานั้น และใหผลลัพธคือพารติชันเดียว 
(single partition) ของชุดขอมูลทั้งหมด (Jain & Dubes, 1988) โดยอัลกอริทึมที่ไดรับความนยิม 
เช น k-means และ k-medoids หร ือ partitioning around medoids (PAM) ซ ึ ่งการจัดกลุม
ประเภทนี้เหมาะสมกับขอมูลที่มีขนาดใหญ เนื่องจาก ใชเวลาในการคํานวณคอนขางตํ่า และ
ประสิทธิภาพสูงกับขอมูลที่มีโครงสรางกลม (spherical clusters) (Xu & Tian, 2015) 

2. การจัดกลุมตามลําดับชั ้น (hierarchical clustering) เปนการจัดกลุมตามขอมูล
แบบลําดับชั้น โดยแตละจุดขอมลูเริ่มตนถือเปนกลุมยอย (singleton) แลวอาศัยการคํานวณระยะ
หรือตัวช ี ้ว ัดความไมคลายคลึงระหวางกล ุ ม มารวมกลุ มที ่ใกลก ันเข าดวยกันท ีละขั้น 
(agglomerative) หร ือแยกกลุ มใหญใหเล็กลงทีละขั ้น (divisive) จนไดกลุ มเดียวสุดทาย  
ซึ่งผลลัพธทั้งหมดสามารถแสดงในรปู dendrogram (Murtagh & Contreras, 2012; Xu & Tian, 
2015) การจัดกลุ มประเภทนี ้เหมาะสําหรับการสํารวจโครงสรางของขอมูลที ่เปนลําดับชั้น 
(hierarchical relationships) (Xu & Tian, 2015; Xu & Wunsch, 2005) 

3. การจัดกลุมตามความหนาแนน (density-based clustering) เปนการจัดกลุมขอมูล
โดยอาศัยความหนาแนน (density) ของจุดขอมูลในพื้นที่ ซึ่งขอมูลที่อยูในพื้นที่ความหนาแนนสูง 
(high-density regions) จะถูกจัดใหเปนกลุมเดียวกัน โดยไมตองกําหนดรูปรางของกลุมลวงหนา 
(Xu & Tian, 2015) โดยอัลกอริทึมจะคนหาจุดหลัก (core points) ที ่มีจุดรอบขางเพียงพอ  
แลวขยายออกเปนกลุมโดยอัตโนมัติ ทําใหคนหากลุมที่มีรูปรางอิสระ และจัดการขอมูลรบกวน 
(noise) ไดดี (Kriegel et al, 2011) ดังนั้น การจัดกลุมประเภทนี้เหมาะสําหรับขอมูลที่มีรูปราง
อิสระ (arbitrary shapes) และมีข อมูลรบกวน (noise) (Xu & Tian, 2015; Xu & Wunsch, 
2005) 
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จากทฤษฎีความเปนไปไมได (impossibility theorem) ของ Kleinberg (2002) ไมมี
อัลกอริทึมใดที่จะตอบสนองเงื ่อนไขพื้นฐานทั้งสาม ไดแก scale-invariance, richness และ 
consistency ไดพรอมกัน ดังนั้นในการเลือกใชงานอัลกอริทมึจัดกลุม ผูใชจึงตองทดลองหลายวิธี
และเลือกวิธีที่เหมาะสมกับขอมูลและวัตถุประสงค (Jain, 2010)  

การจัดกลุมขอความในปจจุบันมีการพัฒนาอัลกอริทึมตาง ๆ เพื่อใหสามารถจัดกลุม
ขอความไดมีประสิทธิภาพมากขึ้น เชน  

1. ใชตัวแทนเชิงบริบท (contextual representation) จากโมเดลภาษาที ่ฝกฝนไว
ล วงหนา (pre-trained language models) เช น BERT (Devlin et al., 2019) ซ ึ ่งสามารถจับ
ความสัมพันธเชิงความหมายในประโยคไดดีกวาเวกเตอรแบบดั้งเดิม ซึ่งชวยใหการวัดระยะหาง
ระหวางเอกสารสะทอนความใกลเคียงเชิงความหมายไดแมนยําขึ้น  

2. ใช อ ัลกอร ิท ึมการจ ัดกลุ มเช ิงล ึก (deep clustering) เช น deep embedded 
clustering (DEC) เปนการจัดกลุมที่เรียนรูตัวแทนและจัดกลุมรวมกัน (joint representation 
and clustering learning) โดย DEC ทําการปรับคา (optimize) พารามิเตอรของโครงขาย
ประสาทเทียมรวมกับตําแหนงเซนทรอยดของกลุมใน latent space พรอมกัน ซึ่งตางจากวิธีทั่วไป
ที ่มักแยกขั ้นตอนเรียนรูตัวแทน (feature learning) กับการจัดกลุมออกจากกัน (Xie et al., 
2016) นอกจากนี้ยังมีอัลกอริทึมอื่น ๆ เชน variational deep embedding (VaDE) (Jiang et 
al., 2016) structural deep clustering network (SDCN) (Bo et al., 2020) 

3. ใชอัลกอริทึมผสมผสาน เชน hierarchical density-based spatial clustering of 
applications with noise (HDBSCAN) ซึ่งเปนอัลกอริทึมที่รวมขอดีของการจัดกลุมตามความ
หนาแนนรวมกับการจัดกลุ มตามลําดับชั ้น ทําใหสามารถตรวจจับกลุ มที ่มีความหนาแนน
หลากหลายหรือซับซอนไดดีกวา DBSCAN (Campello et al., 2013) 

 
การประเมินประสิทธิภาพการจัดกลุมขอความ 
 ตัวชี ้วัดที ่ใชประเมินประสิทธิภาพของอัลกอริทึมการจัดกลุมสามารถแบงออกเปน 2 
ประเภทหลัก ไดแก 

1. ตัวชี ้วัดภายใน (internal metrics) เปนตัวชี ้วัดที ่ไมจําเปนตองใชปายกํากับจริง 
ในการประเมินผล โดยจะประเมินคุณภาพจากลักษณะของขอมูลภายในกลุม เชน ระยะหาง
ระหวางกลุม (separation) และความหนาแนนของขอมูลภายในแตละกลุม (density) ซึ่งตัวชี้วัด
ประเภทนี้เหมาะสําหรับกรณีที่ไมมีขอมูลอางอิงหรือปายกํากับจริงใหเปรียบเทียบ (Mehta et al., 
2024) ตัวอยางตัวชี้วัด เชน silhouette coefficient ซึ่งใชประเมินความเหมาะสมของการจัด 

แตละตัวอยางใหอยูในกลุม โดยอาศัยระยะหางระหวางจุดขอมูล ซึ่งหาไดจากสูตร 
( , )
b a

max a b


 

โดย a คือระยะเฉลี่ยภายในกลุม และ b คือระยะเฉลี ่ยไปยังกลุ มที่ใกลที่สุด (Shahapure & 
Nicholas, 2020) โดยคา s จะมีคาอยูในชวง [1, -1] หากคา s มีคาเขาใกล +1 จะหมายถึง
ตัวอยางอยูใกลจุดศูนยกลาง (centroid) ของกลุมตัวเองมากกวากลุมอื่น ๆ แสดงวาการจัดกลุม
ถูกตองและชัดเจน นอกจากนี ้ย ังม ีตัวชี ้ว ัดอื ่น ๆ เช น Davies–Bouldin index (DBI) และ 
Calinski–Harabasz index (CHI) 
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2. ตัวชี ้วัดภายนอก (external metrics) เปนตัวชี ้ว ัดที ่จําเปนตองมีปายกํากับจริง 
(ground truth labels) ของแตละจุดขอมูล โดยใชปายกํากับเพื ่อเปรียบเทียบผลลัพธของ 
การจัดกลุมกับคําตอบที่ถูกตอง ซึ่งตัวชี้วัดประเภทนี้จะใชในกรณีที่ทราบหมวดหมูจริงอยูแลว 
ตัวอยางตัวชี้วัด adjusted rand index (ARI) และความบริสุทธิ์ (purity) (Mehta et al., 2024) 
โดย ARI เปนตัวชี้วัดความสอดคลองระหวางสองพารติชัน (partitions) ที่ปรับคาความคาดหวัง
จากการสุ ม (corrected for chance) (Hubert & Arabie, 1985) และความบริสุทธิ ์พ ื ้นฐาน 
(simple purity) เปนการประเมินสัดสวนของตัวอยางในแตละกลุมที่มีปายกํากับตรงกับคลาสสวน
ใหญของกลุมนั้น ๆ เม่ือเทียบกับจํานวนตัวอยางทั้งหมด (Forestier et al., 2010)  

นอกจากนี้  Hassan et al. (2024) ย ังแบงกล ุ มตัวช ี ้ว ัดท ี ่ ใช ประเม ินประสิทธ ิภาพ 
การจัดกลุมเพิ่มเติม โดยแบงออกเปนตัวชี้วัดภายในที่เสนอใหม (newly proposed internal)  
ซึ ่งพัฒนาขึ ้นหลังป 2014 เชน clustering validation based on nearest neighbor (CVNN) 
และ kernel coverage estimator (KCE) 
 
การประยุกตใชการจัดกลุมขอความในบริบททางการศึกษา 
 ขอมูลขอความทางการศึกษาเปนขอมูลที ่สามารถเขาถึงไดจากหลายแหลง เชน 
แบบสอบถามความคิดเห็น หรือขอมูลจากเอกสารตาง ๆ ซึ่งสามารถนําขอความเหลานี้มาจัดกลุม
เพื่อสกัดประเด็นสําคัญและคนหารูปแบบเชิงลึกไดอยางรวดเร็ว นอกจากผูสอนจะนําไปใชใน 
ชั้นเรียนแลว ผูที่เกี่ยวของกับการศึกษา เชน ผูรับผิดชอบหลักสูตร ผูบริหาร และผูกําหนดนโยบาย
ทางการศึกษา และนักวิจัยทางการศึกษายังสามารถนําไปประยุกตใชไดดังตัวอยาง 

1. การจัดกลุมงานเขียน  
วิเคราะหเรียงความหรือบทความของผูเรียนเพื่อจัดเปนกลุมตามหัวขอ สไตลการเขียน 

หรือจุดบกพรองที่พบรวมกัน ซึ่งชวยใหผูสอนสามารถตรวจและใหขอเสนอแนะไดรวดเร็วขึ้น  
ลดอคติ และเพ่ิมความเทาเทียมในการประเมิน 

2. การจัดกลุมระดับความเขาใจของผูเรียน 
วิเคราะหคําตอบที่ผู เรียนเขียนในขอสอบอัตนัย เพื ่อแบงกลุมตามระดับความเขาใจ 

ในเนื้อหา เชน กลุมที่มีความเขาใจสูง ปานกลาง และตํ่า หรือตามความเขาใจผิดที่ผูเรียนแสดง
ออกมา ซึ่งขอมูลนี้ชวยใหผูสอนสามารถออกแบบกิจกรรมเสริมใหเหมาะสมกับระดับการเรียนรู 
ของผูเรียนแตละกลุมไดอยางตรงจุด  

3. การจัดกลุมความสนใจและรูปแบบการเรียนรู  
จัดกลุมโพสตในบอรดหรอืผลสํารวจความสนใจของผูเรียน เพ่ือระบุกลุมที่มีความชอบหรอื

สไตลการเรียนรูใกลเคียงกัน จากนัน้นาํขอมลูไปสรางระบบแนะนํากิจกรรมหรอืเสนทางการเรยีนรู
ที่เหมาะสมกับแตละกลุมได ซ่ึงผูเรียนจะไดเรียนรูที่ตรงกับความสามารถของตนเองมากขึ้น 

4. การจัดกลุมหัวขออภิปรายในหลักสูตรออนไลน  
จัดกลุมกระทูหรือโพสตในชั้นเรียนออนไลน เชน MOOCs หรือ LMS Forum เพ่ือใหผูสอน

สามารถจัดการกับกระทูคําถามหรือหัวขออภิปรายไดงายขึ้น ซึ่งอาจนําไปพัฒนาระบบตอบ
คําถามอัตโนมัต ิ 
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5. การจัดกลุมขอความแสดงความรูสึกในการเรียน 
วิเคราะหขอความทีผู่เรียนเขียนสะทอนเกี่ยวกับความรูสึกในการเรียน เพื่อจัดกลุมปญหา

ดานอารมณ ความเครียด หรือแรงจูงใจในการเรียน และนําขอมูลไปวางแผนกิจกรรมสนับสนุน
ทางจิตวิทยาหรือกิจกรรมสรางความสัมพันธในชั้นเรียน 

6. การจัดกลุมความคิดเห็นเกี่ยวกับการจัดการเรยีนการสอน  
รวบรวมขอเสนอแนะจากแบบสอบถามประเมินการสอน โพสตในบอรด และคอมเมนต 

ในชั้นเรียนออนไลน ซึ่งชวยใหผูสอนเห็นภาพรวมความพึงพอใจ จุดเดน หรือจุดปรับปรุงสําคัญ 
ไดอยางรวดเร็ว นําไปสูการปรับเนื้อหา กิจกรรม และวิธีการสอนใหตอบโจทยผูเรียนไดตรงจุด 
โดยธีมที่มักปรากฏจากการจัดกลุมความคิดเห็นเกี่ยวกับการจัดการเรียนการสอน เชน รูปแบบ
กิจกรรมการเรียนรู สื ่อและเอกสารประกอบการสอน วิธีการวัดผลและประเมินผล ซึ ่งผูสอน
สามารถนําไปออกแบบหรือปรับหลักสูตรได ตัวอยาง ในกลุมของรูปแบบกิจกรรมการเรียนรู  
หากในกลุมมีคําสําคัญที่เสนอแนะวา “อยากใหมีกิจกรรม” และ “นาเบื่อ” ผูสอนสามารถนําไป
ปรับรูปแบบการเรียนรูของรายวิชาใหมีกิจกรรมมากขึ้น  

7. การวิเคราะหและพัฒนาหลักสตูร 
ผู ท ี ่ร ับผิดชอบหลักสูตรสามารถจัดกลุ มขอความหรือเอกสารกับหลักสูตรเพื ่อหา 

ความเชื่อมโยง ชองวาง หรือความซํ้าซอน โดยนําเอกสารตางๆ เชน คําอธิบายรายวิชา หรือ  
ผลการเรียนรูที่คาดหวังจากหลาย ๆ วิชา มาจัดกลุม ซึ่งอาจพบวามีกลุมรายวิชาที่สอนเนื้อหา
ใกลเคียงกันมาก ซึ่งอาจเปนความซํ้าซอน หรืออาจพบวาไมมีรายวิชาใดครอบคลุมผลการเรียนรู 
ที่สําคัญบางประเด็น ซ่ึงเปนชองวางของหลักสูตร  

8. การจัดกลุมเนื้อหา 
การจัดกลุมเนื้อหาที ่สอนเพื่อคนหาความเชื่อมโยงระหวางหัวขอ แนวคิด หรือทักษะ 

ที ่เกี ่ยวของกัน สามารถชวยใหผู สอนเห็นโครงสรางของความรู ทั ้งในระดับบทเรียนและราย
หลักสูตรไดชัดเจนยิ่งขึ้น เชน การนําคําอธิบายรายวิชาหรือแผนการสอนมาวิเคราะหดวยการจัด
กลุมขอความ เพื่อระบุวาหัวขอใดมีความซํ้าซอน เชื่อมโยง นอกจากนี้ยังสามารถใชเพื่อคนหา
ความสอดคลองของเนื้อหาในแตละระดับชั้นหรือวิชา เชน จัดกลุมเนื้อหาในวิชาวิทยาศาสตรและ
สังคมศึกษามีหัวขอที่เชื่อมโยงกัน ซ่ึงชวยในการออกแบบกิจกรรมบูรณาการ 

9. การจัดกลุมงานวจิัยทางการศึกษา 
นักวิจัยสามารถจัดกลุมงานวิจัยโดยอาจใชชื่อเรื่องหรือบทคัดยอจําแนกกลุมของงานวิจัย

ในประเด็นที่สนใจ เพื่อใหเห็นภาพรวมแนวโนมของงานวจิัย รวมทั้งเพื่อใหเห็นชองวางของงานวจิยั  
10. การกําหนดนโยบายทางการศึกษา 
ผู กําหนดนโยบายสามารถรวบรวมและวิเคราะหขอความจากแบบสํารวจออนไลน  

การรับฟงความคิดเห็นประชาชน และโซเชียลมีเดีย เพื ่อจัดกลุ มธีมหลัก เชน งบประมาณ
การศึกษา การพัฒนาผูสอน หรือการใชเทคโนโลยี จากนั้นจัดลําดับความสําคัญของนโยบาย 
พรอมท้ังสังเคราะหความคิดเห็นจากผูมีสวนไดสวนเสีย (stakeholders) โดยจัดกลุมประเด็นรวม
และขอเสนอเฉพาะกลุม เพื่อออกแบบนโยบายที่ครอบคลุมทุกฝาย 
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ตัวอยางการจัดกลุมขอความโดยใช k-means 
 บทความนี้นําเสนอตัวอยางการจัดกลุมโดยใช k-means เนื่องจากเปนอัลกอริทึมพื้นฐาน 
ท ี ่ม ีความยืดหยุ น (flexibility) เน ื ่องจากสามารถประยุกตใช ได ก ับขอม ูลหลายรูปแบบ 
เปนอัลกอริทึมที่มีประสิทธิภาพ (efficiency) เนื่องจากมีความเรียบงาย (simplicity) และมีความ
ซับซอนทางคํานวณตํ่า (low computational complexity) โดยใชการคํานวณระยะทางระหวาง
จุดขอมูลกับเซนทรอยด และปรับตําแหนงเซนทรอยดซํ้า ๆ จึงใชเวลาประมวลผลตํ่าเมื่อเทียบกับ
เทคนิคอื ่น นอกจากนี้ยังงายตอการนําไปใช (ease of implementation) เนื่องจากมีไลบรารี 
ที่สามารถนําไปใชงานได (Ikotun et al., 2023) 

k-means เปนวิธีการจัดกลุมแบบแบงสวน (partitioning algorithms) หรือการแบงกลุม
ตามจุดศูนยกลาง (centroid based-clustering) ซึ่งแบงขอมูลออกกลุม n ตัวอยางออกเปน k 
กลุ ม โดยสุ มจุดศูนยกลางเริ ่มตน (centroids) k จุด แลวทํางานสลับระหวางการจัดกลุม  
และการอัปเดตตําแหนงเซนทรอยดใหม จนกวาเซนทรอยดจะคงที ่ เพื ่อให within-cluster 
variance ตํ่าสุด 

วิธีการเลือกจํานวนกลุมที่นิยมใช เชน elbow method ซึ่งวัดประสิทธิภาพดวย within-
cluster sum-of-squares (WCSS) โดยคํานวณผลรวมของกําลังสองของระยะระหวางจุดขอมูล
แตละจุดกับเซนทรอยดของกลุมที่ขอมูลนั้นอยู เมื่อคา k เพิ่มขึ้น คา WCSS จะลดลง แตในชวง
หนึ่งของการลดลง คา WCSS จะเริ่มชะลอตัวจนเกิดเปนขอศอก (elbow) บนกราฟ ซึ ่งคา k  
ที่ตําแหนงขอศอก จึงมักถือเปนจํานวนกลุมที่เหมาะสมที่สุด (Cui, 2020) นอกจากนี้ยังสามารถ
พิจารณาคาอื ่น ๆ ประกอบ เชน silhouette coefficient อีกทั ้งพิจารณาเลือกจํานวนกลุม 
จากความหมายและการตั้งชื่อกลุมรวมดวย 
 
ขั้นตอนการทํางานของ k-means 

1. กําหนดจํานวนกลุม (k) และสุมเลือกจุดศูนยกลางเริ่มตน (centroids) จากชุดขอมูล
ตนฉบับ 

2. สําหรับแตละจุดขอมูลในชุดขอมูล คํานวณระยะทางไปยังเซนทรอยดแตละจุด แลวจัด
จุดขอมูลนั้นเขาไปในกลุมของเซนทรอยดที่ใกลที่สุด 

3. เมื่อทุกจุดขอมูลถูกจัดกลุมแลว คํานวณเซนทรอยดใหมของแตละกลุม โดยใชคาเฉลี่ย
ของจุดในกลุมนั้น 

4. ทําซํ้าขั้นตอนที่ 2 และ 3 จนกวาตําแหนงเซนทรอยดจะไมเปลี่ยนแปลงที่หรือคาการ
เปลี่ยนแปลงตํ่ากวาเกณฑที่กาํหนด (Aggarwal & Zhai, 2012; Kodinariya & Makwana, 2013) 

การตั้งชื่อกลุมจะกําหนดภายหลังจากการวิเคราะหและใชวิจารณญาณของผูวิเคราะหใน
การตั้งชื่อกลุม โดยสามารถกําหนดจากคําสําคัญที่มีคานํ้าหนักสูงสุดในเซนทรอยดของแตละกลุม 
เพื่อสรุปธีมรวม และอาจศึกษาตัวอยางเอกสารในกลุมเพ่ือยืนยันวาความสอดคลองของคําสาํคัญ
กับเนื้อหา รวมทั้งอาจใชความรูเฉพาะดานเกี่ยวกับเรื่องที่วิเคราะหมาตั้งชื่อใหสอดคลองกับบริบท 
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ตัวอยางโคดที่จะใชเปนตัวอยางการจัดกลุมขอความดวย k-means  
 #ติดตั้งและนําเขาไลบรารี 
1 !pip install pythainlp scikit-learn matplotlib 
2 import re 
3 import random 
4 import pandas as pd 
5 from itertools import chain 
6 from collections import Counter 
7 from sklearn.feature_extraction.text import TfidfVectorizer 
8 from sklearn.cluster import KMeans 
9 from sklearn.metrics import silhouette_score 
10 from sklearn.decomposition import TruncatedSVD 
11 import matplotlib.pyplot as plt 

 #กําหนดคลาสสําหรับการจัดกลุมขอความภาษาไทย 
12 class ThaiTextClustering: 
13     def __init__( 
14         self, 
15         ngram_range=(1,1), 
16         max_df=0.25, 
17         min_df=10, 
18         sublinear_tf=True, 
19         stopwords_extra=None, 
20         random_state=42 ): 

 # ต้ังคาพารามิเตอร TF–IDF, stopwords และตัวแปรเริ่มตน 
21         self.vec_params = dict( 
22             tokenizer=str.split, 
23             token_pattern=None, 
24             ngram_range=ngram_range, 
25             max_df=max_df, 
26             min_df=min_df, 
27             sublinear_tf=sublinear_tf) 
28         self.random_state = random_state 
29         self.stop = set(thai_stopwords()) 
30         if stopwords_extra: 
31             self.stop.update(stopwords_extra) 
32         self.vectorizer = None 
33         self.model = None 
34         self.X = None 
35         self.labels = None 

 # กําหนดฟงกชันทําความสะอาดขอความและตัดคํา  
36     def clean_and_tokenize(self, text: str) -> List[str]: 
37         txt = normalize(text) 
38         txt = re.sub(r"http\S+|@\w+|#\w+|\d+|[^\u0E00-\u0E7F\s]", " ", txt) 
39         toks = word_tokenize(txt, engine="newmm") 
40         return [t for t in toks if len(t) > 1 and t not in self.stop] 

 # กําหนดฟงกชันสราง TF-IDF matrix  
41     def fit_transform(self, docs: List[str]): 
42         tokenized = [self.clean_and_tokenize(d) for d in docs] 
43         docs_str = [" ".join(t) for t in tokenized] 
44         self.vectorizer = TfidfVectorizer(**self.vec_params) 
45         self.X = self.vectorizer.fit_transform(docs_str) 
46         return self.X, tokenized 

 # กําหนดฟงกชันประเมินหาชวงคา k ท่ีเหมาะสม 
47     def find_best_k(self, ks=range(2, 11)): 
48         inertias, sils = [], [] 
49         for k in ks: 
50             km = KMeans(n_clusters=k, random_state=self.random_state).fit(self.X) 
51             inertias.append(km.inertia_) 
52             sils.append(silhouette_score(self.X, km.labels_)) 
53         return list(ks), inertias, sils 

 # กําหนดฟงกชันสรางโมเดล k-means  
54     def fit_kmeans(self, k: int): 
55         self.model = KMeans(n_clusters=k, random_state=self.random_state).fit(self.X) 



โยธณัฐ บุญโญ 

80 วารสารวิธีวิทยาการวิจัย, 2568, 38(1), 69–90. 

56         self.labels = self.model.labels_ 
57         return self.labels 

 # กําหนดฟงกชันสรุปจํานวนเอกสารและเปอรเซ็นตในแตละกลุม 
58     def summarize_clusters(self, docs: List[str]) -> pd.DataFrame: 
59         df = pd.DataFrame({'text': docs, 'cluster': self.labels}) 
60         counts = df['cluster'].value_counts().sort_index() 
61         percents = df['cluster'].value_counts(normalize=True).sort_index() * 100 
62         return pd.DataFrame({'count': counts, 'percent': percents.round(2)}) 

 # กําหนดฟงกชันดึงคําสําคัญของแตละกลุม 
63     def top_terms_per_cluster(self, top_n=20) -> Dict[int, List[str]]: 
64         terms = self.vectorizer.get_feature_names_out() 
65         centers = self.model.cluster_centers_ 
66         result = {} 
67         for i, center in enumerate(centers): 
68             idx = center.argsort()[::-1][:top_n] 
69             result[i] = [terms[j] for j in idx] 
70         return result 

 # กําหนดฟงกชันแสดงตัวอยางเอกสารจากแตละกลุม 
71     def sample_docs(self, docs: List[str], n_samples: int = 5): 
72         df = pd.DataFrame({'text': docs, 'cluster': self.labels}) 
73         for c in sorted(df['cluster'].unique()): 
74             print(f"Cluster {c}") 
75             docs_c = df[df['cluster'] == c]['text'].tolist() 
76             for doc in random.sample(docs_c, min(n_samples, len(docs_c))): 
77                 print(doc) 
             print() 

 # กําหนดฟงกชันวาดกราฟ elbow และ silhouette  
78     def plot_elbow_silhouette(self, ks, inertias, sils): 
79         plt.figure(figsize=(10, 4)) 
80         plt.subplot(1, 2, 1) 
81         plt.plot(ks, inertias, marker='o') 
82         plt.title("Elbow Method") 
83         plt.xlabel("k"); plt.ylabel("Inertia") 
84         plt.subplot(1, 2, 2) 
85         plt.plot(ks, sils, marker='o') 
86         plt.title("Silhouette Score") 
87         plt.xlabel("k"); plt.ylabel("Score") 
88         plt.tight_layout() 
89         plt.show() 

 # กําหนดฟงกชันสรางและแสดง word cloud ของคําสําคัญแตละกลุม 
90     def plot_wordclouds(self, tokenized_docs: List[List[str]], font_path: str, top_n=12): 
91         df_idx = pd.DataFrame({'tokens': tokenized_docs, 'cluster': self.labels}) 
92         for c in sorted(df_idx['cluster'].unique()): 
93             tokens = list(chain.from_iterable(df_idx[df_idx['cluster'] == c]['tokens'])) 
94             freq = dict(Counter(tokens).most_common(top_n)) 
95             wc = WordCloud(font_path=font_path, width=800, height=400, 

background_color='white').generate_from_frequencies(freq) 
96             plt.figure(figsize=(10, 5)) 
97             plt.imshow(wc, interpolation='bilinear') 
98             plt.axis('off') 
99             plt.title(f'Cluster {c} Top {top_n} Words') 
100             plt.show() 

 # การนําไปใชงาน 
 # 1. อัปโหลดและอานไฟล 
101 uploaded = files.upload() 
102 df = pd.read_csv('data.csv') 
103 docs = df['news'].fillna('').astype(str).tolist() 
 # 2. สราง pipeline สําหรับจัดกลุมขอความ 
104 pipeline = ThaiTextClustering(stopwords_extra={"ไทย","บาท","เพจ","ปี"}) 
 # 3. แปลงขอความเปน TF–IDF 
105 X, tokenized = pipeline.fit_transform(docs) 
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 # 4. หา k ที่เหมาะสม 
106 ks, inertias, sils = pipeline.find_best_k(range(2,11)) 
107 pipeline.plot_elbow_silhouette(ks, inertias, sils) 
 # 5. ฝกโมเดล k-means ดวย k ที่เลือก 
108 pipeline.fit_kmeans(5) 
 # 6. สรุปจํานวนเอกสารและเปอรเซ็นตในแตละกลุม 
109 print(pipeline.summarize_clusters(docs)) 
 # 7. แสดงคําสําคัญของแตกลุม 
110 for c, terms in pipeline.top_terms_per_cluster(10).items(): 
111     print(f"Cluster {c}:", ", ".join(terms)) 
 # 8. แสดงตัวอยางเอกสารสุมในแตละกลุม 
112 pipeline.sample_docs(docs, n_samples=5) 
 # 9. Visualization 
113 uploaded = files.upload() 
114 pipeline.plot_2d_scatter() 
115 pipeline.plot_wordclouds(tokenized, font_path='/content/ChulaCharasNewReg.ttf') 

 

คําอธิบายโคด 
Lines 1-11 ติดตั้งและนําเขาไลบรารีท่ีใชสําหรับการวิเคราะหขอความภาษาไทย 
Lines 12-20 กําหนดคลาสสําหรับการจัดกลุมขอความภาษาไทย 

Line 15 ngram_range=(1,1) กําหนดชวงของ n-gram ที่จะใชใน TF–IDF  
Line 16 max_df=0.25 ตัดคําที่ปรากฏในเอกสารมากเกิน 25% ของทั้งหมด เพื่อกรองคํา

ทั่วไป 
Line 17 min_df=10 ตัดคําที่ปรากฏในเอกสารนอยกวา 10 ชิ้น เพื่อกรองคําที่หายากเกินไป 
Line 18 sublinear_tf=True เปดใชงานการปรับ TF แบบ log-scaling (1 + log(tf)) แทนคา 

TF แบบเดิม 
Line 19 stopwords_extra=None รับชุด stopwords เพิ ่มเติม สําหรับกรณีมีคําศัพทที่

เฉพาะที่กําหนดขึ้น 
Line 20 random_state=42 กําหนด seed สําหรับการสุมซ้ํา  

Lines 21-35 การตั้งคาพารามิเตอร TF–IDF, stopwords และตัวแปรเริ่มตน 
Lines 21-27 ตั้งคาการสรางเวกเตอร TF–IDF โดยกาํหนดพารามิเตอรตางๆ 
Lines 29-31 โหลด stopwords จาก PyThaiNLP พรอมเพิ่มคําเฉพาะ เพ่ือกรองคําที่ไม

ตองการออก 
Lines 32-35 ประกาศ attribute เริ่มตน (vectorizer, model, X และ labels) ใหเปน none 

เพ่ือวางโครงสรางคลาสใหชัดเจน และหลีกเลี่ยงการเรียกใชตัวแปรกอนพรอมใชงาน 
Lines 36-40 ฟงกชันทําความสะอาดขอความและตัดคํา 

Line 37 ปรับ normalization (ปรับสระและตัวอักษรใน PyThaiNLP ใหอยูในรูปมาตรฐาน) 
Line 38 ลบ URL, mentions, hashtags, ตัวเลข และอักขระที่ไมใชภาษาไทยดวย regex 
Line 39 ตัดคําดวย word_tokenize โดยกําหนด engine="newmm" 
Line 40 กรอง token ที่มีความยาว ≤1 (ตัวอักษรเดี่ยว) หรือตรงกับ stopwords 

Lines 41-46 กําหนดฟงกชันสราง TF-IDF matrix 
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Lines 41-43 แปลงเอกสารเปนโทเคน (tokenize) แลวรวมโทเคนแตละรายการเปน 
สตริงเดียว (join) เพ่ือใชเปนอินพุตให TF–IDเพื่อปอนให TF–IDF 

Lines 44–45 สราง TF–IDF matrix ดวย TfidfVectorizer และเกบ็ผลลัพธไวใน self.X 
Lines 47-53 กําหนดฟงกชันประเมินหาชวงคา k ที่เหมาะสม 

Line 48 เตรยีมลิสตวางสาํหรบัเก็บผล 
Lines 49–52 วนลูปสรางโมเดล คํานวณ inertia และ silhouette_score 

Lines 54-57 กําหนดฟงกชันสรางโมเดล k-means 
Lines 58-62 กําหนดฟงกชันสรุปจํานวนเอกสารและเปอรเซ็นตในแตละกลุม 

Line 59 สราง DataFrame ชั่วคราว df จับคูคอลัมน 'text' (เอกสาร) กับ 'cluster' (labels) 
Line 60 คํานวณจํานวนเอกสารตอกลุม  
Line 61 คํานวณเปอรเซ็นตของเอกสารตอกลุม  

Lines 63-70 กําหนดฟงกชันดึงคําสําคัญของแตละกลุม 
Lines 64-65 ดึงชือ่ฟเจอรจาก vectorizer และคาเซนทรอยดจาก model 
Lines 66-69 หา index ของ top-n terms สําหรับแตละกลุม แลวเช่ือมโยงกลบัเปนคํา 

Lines 71-77 กําหนดฟงกชันแสดงตัวอยางเอกสารจากแตละกลุม 
Lines 71–73 เตรียม DataFrame และวนลูปแตละกลุม 
Lines 74–77 พิมพหัวขอและสุมตัวอยางเอกสารแตละกลุม 

Lines 78-89 กําหนดฟงกชันวาดกราฟ elbow และ silhouette 
Lines 79-83 วาดกราฟ elbow method 
Lines 84-87 วาดกราฟ silhouette score 
Lines 88-89 จัด layout และแสดงผล 

Lines 90-100 กาํหนดฟงกชันสรางและแสดง word cloud ของคําสาํคัญแตละกลุม 
Lines 91-93 ทํา DataFrame รวม tokens กับ cluster 
Lines 94-95 คํานวณความถี่และสราง word cloud 
Lines 96-100 วาดและปรับแตง word cloud ทีละกลุม 

Lines 101-103 อัปโหลดและอานไฟล 
Line 101 เรียก files.upload() ใหเลือกอัปโหลดไฟลจากเครือ่ง 
Line 102 อานไฟลชือ่ data.csv ดวย pd.read_csv() เก็บลงเปน DataFrame ชื่อ df 
Line 103 ดึงคอลัมน 'news' จาก df แทนคาวางดวย '' แลวแปลงเปน Python list ชือ่ docs 
Lines 104 สราง pipeline โดยสรางออ็บเจกต ThaiTextClustering พรอมกําหนด 

stopwords เพ่ิมเติม ไดแก ({"ไทย","บาท","เพจ","ป"}) 
Line 105 แปลงขอความเปน TF–IDF  
Lines 106-107 หา k ท่ีเหมาะสม 

Line 106 เรียก find_best_k(range(2,11)) เพ่ือประเมินคา inertia และ silhouette score 
ของแตละ k 

Line 107 วาดกราฟ elbow method และ silhouette score  
Line 108 ฝกโมเดล k-means ดวย k ท่ีเลือก 
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Line 109 สรุปจํานวนเอกสารและเปอรเซ็นตในแตละกลุม 
Lines 110-111 แสดงคําสําคัญของแตกลุม 
Line 112 แสดงตัวอยางเอกสารสุมในแตละกลุม 
Lines 113-115 Visualization 

Line 113 เรียก files.upload() เพ่ืออัปโหลดฟอนตที่จะใช 
Line 114 สราง scatter plot 2D ของขอมลูทีล่ดมิติมา 
Line 115 สรางและแสดง word cloud ของแตละกลุม โดยกาํหนดท่ีอยูของฟอนตคือ 

'/content/ChulaCharasNewReg.ttf' 
 
ตัวอยางการรายงานผลการวิเคราะห 
การเตรียมขอมูล (preprocessing) 

ขอมูลที่ใชวิเคราะหในครั้งนี้เปนหัวขอขาวปลอมภาษาไทยจํานวน 1,728 เรื่อง จากเว็บไซต
ศูนยตอตานขาวปลอมประเทศไทย โดยเก็บขอมูลตั้งแตวันที่ 1 มีนาคม 2567 ถึง 31 มีนาคม 
2568 ซึ่งมีการเตรียมขอมูล ดังนี ้

1) ทําความสะอาดขอความ ดวยการ normalize และลบ URL, mentions, hashtags, 
ตัวเลขหรือตัวอักษรที่ไมใชภาษาไทย 

2) ต ัดค ํา (tokenization) โดยใช  PyThaiNLP (newmm) แลวกรอง stopwords และ 
คําสั้น (≤1 ตัวอักษร) 

3) สกัดคุณลักษณะ ดวย TF–IDF (max_df=0.25, min_df=10, ngram_range=(1,1), 
sublinear_tf=True) ซึ่งผลลัพธเปนเมทริกซ TF–IDF ขนาด 1,728×496 

 
การเลือกจํานวนกลุม 

เมื่อพิจารณากราฟ elbow และ silhouette score รวมกัน และคํานึงถึงการตีความหัวขอ
ในแตละกลุม พบวา k = 5 เปนจํานวนกลุมที่เหมาะสมที่สุด เนื่องจากคา inertia จาก elbow 
method ลดลงอยางชัดเจนเมื่อเปลี่ยนจาก k = 4 เปน k = 5 และ silhouette score มีคาสูงขึ้น
ในชวงดังกลาว โดยเมื่อกําหนด k = 5 silhouette score จะมีคาเทากับ 0.0436 นอกจากนี้การ
แบงออกเปน 5 กลุมยังสามารถตีความเนื้อหาในแตละกลุมไดอยางเหมาะสม ดังนั้น การวิเคราะห
ครั ้งนี ้จึงเลือกใช k = 5 เปนจํานวนกลุ มหลัก เพื ่อใหไดทั ้งความชัดเจนเชิงสถิติและความ
สมเหตุสมผลเชิงเนื้อหา 

การวิเคราะหนี้ไดคา silhouette score ที่ตํ่า (0.0436) บงชี้วาการจัดกลุมยังไมชัดเจน
และระยะหางระหวางกลุ มมีคานอย ทําใหการสรุปธีมหรือลักษณะรวมของแตละกลุ มอาจ
คลาดเคลื่อน เนื่องจากเวกเตอร TF–IDF เปนขอมูลที่มีมิติสูง (high-dimensional) และมีลักษณะ
ความหนาแนนตํ่า (sparse) การวัดระยะทางดวย Euclidean จึงวัดไดเพียงความใกลเคียงเชิง
ตัวเลขเทานั้น แตไมสะทอนความใกลเคียงทางความหมายหรือบริบทของเอกสารจริง 

นอกจากนี้การจัดกลุมโดยใช k-means มีขอจํากัด เชน 1) ตองกําหนดจํานวนกลุม k 
ลวงหนา ซึ่งอาศัยหลักเกณฑเชิงคณิตศาสตรแบบ heuristic หรือการทดลองวิเคราะหหลายคา
แลวเลือกคาที่เหมาะสมที่สุด 2) ผลลัพธขึ้นกับการเริ่มตน (initialization) และอาจติดที่ local 
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minimum 3) สมมุติรูปทรงกลุมเปนทรงกลม (spherical clusters) ไมเหมาะกับโครงสรางขอมูล
ที ่เปนกลุ มรูปรางอิสระหรือซับซอน และ 4) ไวตอขอมูลรบกวน (noise) และขอมูลผิดปกติ 
(outliers) โดยจะดึงเซนทรอยดใหเคลื่อนหางจากกลุมหลัก (Jain, 2010) ดังนั้น ในการวิเคราะห
จัดกลุมจึงควรวิเคราะหลักษณะเบื้องตนของขอมลู และอาจเปรียบเทียบผลลพัธกับวิธีจัดกลุมดวย
อัลกอริทึมอื่น ๆ รวมทั้งใชตัวชี้วัดประสิทธิภาพการจัดกลุมดวยตัวชี้วัดอื่น ๆ รวมดวย  
 
ภาพ 1  
กราฟเปรียบเทียบ inertia (elbow method) และ silhouette score (k ต้ังแต 2 ถึง 10) 

 
 
ภาพ 2  
การจัดกลุมขอความดวย k-means (k = 5) บนพ้ืนที่สองมิติดวย Truncated SVD 
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ลักษณะของแตละกลุม 
จากการวิเคราะหจัดกลุมโดยกําหนดจํานวนกลุม 5 กลุม จะสามารถจัดได 5 กลุม ดังนี้  

1) การสมัครงาน เปนกระบวนการรับสมัครงานผานชองทางออนไลน ซึ่งมีสัดสวนสูงสุด เทากับ 
66.90% 2) การลงทุน รวบรวมหัวขอเกี่ยวกับตลาดหลักทรัพย หุน และบริการชักชวนลงทุน ซึ่งมี
สัดสวน 13.02% 3) การเงิน ครอบคลุมการปลอยสินเชื่อ ธนาคาร และดอกเบี้ยซึ่งมีสัดสวน 
11.40% 4) การขนสง สะทอนขาวสารเรื่องตออายุใบขับขี่และบริการกรมการขนสง ซึ่งมีสัดสวน 
5.84% และ5) สุขภาพ เกี่ยวกับความเสี่ยง โรคหัวใจ และอาการตางๆ มีสัดสวนนอยที่สุดคือ 
2.84%  
 
ตาราง 1 
คําสําคัญและจํานวนเอกสารของแตละกลุม 

กลุม ตัวอยางคาํสําคัญ 
จํานวน
เอกสาร 

รอยละ 

การขนสง ใบขับขี่ , ทํา, ออนไลน, กรมการขนสงทางบก, ขนสง, 

ต ออายุ , ไม ต อง, สอบ, ท ุกชนิด, ถ ูกกฎหมาย, กรม, 

เฟซบุก, บัตร, ประเภท, ลงทะเบียน 

101 5.84 

การลงทุน ลงทุน, ตลาดหลักทร ัพย , ห ุ น, ไลน, บ ัญชี, ช ักชวน, 

สํานักงาน, เริ่มตน, การลงทุน, ประเทศ, ปนผล, เฟซบุก, 

กองทุน, พอรต, เว็บไซต 

225 13.02 

การเงิน สินเชื ่อ, ปลอย, ออมสิน, กรุงไทย, กู, ธนาคารออมสิน, 

วงเงิน, ผอน, บัญชี, เง ินกู, ธนาคาร, เดือน, ดอกเบี ้ย, 

ลงทะเบียน, สวนบุคคล 

197 11.40 

สุขภาพ เสี่ยง, สมอง, หลอดเลือด, เลือด, เสนเลือด, เปนโรค, หัวใจ, 

ดื่ม, รางกาย, นํ้า, โรค, สัญญาณ, อาการ, อักเสบ, คน 

49 2.84 

การสมัครงาน เฟซบุก, รับสมัคร, ออนไลน, แจง, ลงทะเบียน, คืน, ชื่อ, 

ติดตอ, ผลิตภัณฑ, เงิน, รับเงิน, บิน, กรมการจัดหางาน, 

สมัครงาน, รายได 

1,156 66.90 
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ภาพ 3       ภาพ 4  
คําสําคัญของกลุมการขนสง    คําสําคัญของกลุมการลงทุน 

   

 
ภาพ 5       ภาพ 6  
คําสําคัญของกลุมการเงิน    คําสําคัญของกลุมการลงทุน 
  
 
 
 
 
 
 
ภาพ 7         
คําสําคัญของกลุมการขนสง    

 
 
หมายเหตุเพิ่มเติมจากตัวอยาง 

คา silhouette score ที่ไดจากการวิเคราะหในตัวอยางขางตนนี้อยูในระดับตํ่า (0.0436) 
แสดงถึงความไมชัดเจนในการแบงกลุ ม โดยเฉพาะในกรณีขอมูลขอความที่มีมิติสูง (high-
dimensional) และความหนาแนนตํ่าแบบ sparse อยางเวกเตอร TF–IDF ซึ่งไมสามารถสะทอน
ความหมายเชิงบริบทของขอความไดดีนัก ขอจํากัดนี้ชี ้ใหเห็นวาการจัดกลุมโดยใช k-means  
กับขอมูลขอความอาจตองพิจารณารวมกับเทคนิคอื่น เชน การแทนขอความแบบ contextual 
embeddings (เช น BERT หร ือ fastText) การลดมิต ิข อมูลดวย PCA หรือ UMAP การใช
อ ัลกอร ิท ึม clustering ท ี ่ ไม อ ิ ง โครงสร  างกล ุ มกลม เช น DBSCAN หร ือ HDBSCAN  
คา silhouette score ควรใชรวมกับการตรวจสอบกลุมในเชิงเนื้อหา เพื่อประเมินวากลุมที่ได 
มีความหมายและใชประโยชนไดจริงหรือไม 
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สรุปและขอเสนอแนะเพิ่มเติม 
บทความนี้แสดงใหเห็นถึงขั้นตอนการจัดกลุมขอความภาษาไทย (Thai text clustering) 

แบบไมซับซอน โดยใช TF–IDF และ k-means พรอมโคด Python และตัวอยางการวิเคราะหจริง
ในบริบทขาวปลอมภาษาไทย จุดเดนคือการแสดงลําดับการทํางานแบบครบถวน ตั้งแตการเตรยีม
ขอมูลไปจนถึงการตีความผลลัพธ แมวาผลลัพธของการจัดกลุมจะไมชัดเจนในเชิงสถิติ แตการ
สรุปธีมจากกลุมยังสามารถนําไปใชวิเคราะหขอมูลเชิงเนื้อหาในเชิงสํารวจได โดยเฉพาะในงาน 
ที่เนนการคัดแยกเบื้องตนหรือจัดระเบียบขอมูลปริมาณมาก 

ขอเสนอแนะเพิ ่มเติมสําหร ับผู ท ี ่สนใจพัฒนาแนวทางนี ้ต อ อาทิ การทดลองใช 
representation ท ี ่ ซ ับซ อนข ึ ้ น  เช  น  contextual embeddings จาก BERT หร ือ  fastText  
การเปรียบเทียบผลกับอัลกอริทึมอื่น เชน hierarchical clustering หรือ HDBSCAN  หรือการ
ประยุกตใชกับขอมูลจากการเรียนการสอนจริง เชน คําตอบผูเรียน ความคิดเห็น หรือคําสะทอน
หลังเรียน ดังที ่ไดนําเสนอตัวอยางการนําไปประยุกตใชไวในบทความนี้ เทคนิคการจัดกลุม
ขอความเปนเครื่องมือท่ีทันสมัย ยืดหยุน ชวยใหนักวิจัยสามารถวิเคราะหขอความในปริมาณมาก
ไดอยางมีประสิทธิภาพและสามารถตอยอดไดทั ้งในเชิงวิจัยและการพัฒนานวัตกรรมทาง
การศึกษาไดอีกมาก 
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