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บทคัดย่อ 

 บทความนี้มุ่งศึกษาความสัมพันธ์และอิทธิพลของการรับรู้ความเสี่ยงไซเบอร์และ
ความสามารถด้านปัญญาประดิษฐ์ที่มีต่อความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ของผู้ใช้
เทคโนโลยี วัตถุประสงค์ของการวิจัย ได้แก่ 1) เพื่อศึกษาความสัมพันธ์ระหว่างการรับรู้ความ
เสี่ยงไซเบอร์กับความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ 2) เพื่อศึกษาความสัมพันธ์ระหว่าง
ความสามารถด้านปัญญาประดิษฐ์กับความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ และ 3) เพื่อ
วิเคราะห์อิทธิพลร่วมของการรับรู้ความเสี่ยงไซเบอร์และความสามารถด้านปัญญาประดิษฐ์ต่อ
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ความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ ประชากรในการวิจัยคือผู้ใช้เทคโนโลยีในภาครัฐและ
เอกชน กลุ่มตัวอย่างจำนวน 400 คน ได้จากการสุ่มแบบง่าย (Simple Random Sampling) 
โดยใช้แบบสอบถามเป็นเครื่องมือในการเก็บรวบรวมข้อมูล สถิติที่ใช้ในการวิเคราะห์ข้อมูล 
ได้แก่ ค่าเฉลี่ย ส่วนเบี่ยงเบนมาตรฐาน สหสัมพันธ์เพียร์สัน และการวิเคราะห์การถดถอย
พหุคูณ 
 ผลการศึกษาพบว่า 
 1) การรับรู้ความเสี่ยงไซเบอร์มีความสัมพันธ์เชิงบวกกับความตั้งใจปฏิบัติด้านความ
มั่นคงไซเบอร์ในระดับสูง (r = 0.61, p < 0.01) 
 2) ความสามารถด้านปัญญาประดิษฐ์มีความสัมพันธ์เชิงบวกกับความตั้งใจปฏิบัติด้าน
ความมั่นคงไซเบอร์ (r = 0.55, p < 0.01) 
 3) การวิเคราะห์การถดถอยพบว่าการรับรู้ความเสี่ยงไซเบอร์และความสามารถด้าน
ปัญญาประดิษฐ์ร่วมกันสามารถทำนายความตั้งใจปฏิบัติด้านความม่ันคงไซเบอร์ได้ร้อยละ 56.7 
(R² = 0.567) 
 ผลการวิจัยสรุปได้ว่าการสร้างวัฒนธรรมความมั่นคงไซเบอร์ที่ยั่งยืนควรส่งเสริมทั้ง
ความรู้ความเข้าใจด้าน AI และการรับรู้ภัยคุกคามทางไซเบอร์ควบคู่กัน 
ค าส าคัญ: การรับรู้ความเสี่ยงไซเบอร์, ความสามารถด้านปัญญาประดิษฐ์,ความตั้งใจปฏิบัติ
ด้านความมั่นคงไซเบอร์ 
 

Abstract 
 This study aimed to examine the relationships and influences of cyber 
risk perception and artificial intelligence (AI) literacy on cybersecurity behavioral 
intention among technology users. The research objectives were: 1) to 
investigate the relationship between cyber risk perception and cybersecurity 
behavioral intention, 2) to examine the relationship between AI literacy and 
cybersecurity behavioral intention, and 3) to analyze the combined influence of 
cyber risk perception and AI literacy on cybersecurity behavioral intention. The 
population consisted of technology users in both public and private sectors, 
and a sample of 400 participants was selected using simple random sampling. 
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Data were collected through questionnaires and analyzed using descriptive 
statistics, Pearson correlation, and multiple regression analysis. 
 The results revealed that: 
 1) Cyber risk perception was positively correlated with cybersecurity 
behavioral intention at a high level (r = 0.61, p < 0.01). 
 2) AI literacy was positively correlated with cybersecurity behavioral 
intention (r = 0.55, p < 0.01). 
 3) Multiple regression analysis showed that cyber risk perception and AI 
literacy together could predict cybersecurity behavioral intention by 56.7% (R² 
= 0.567). 
 The study concluded that fostering a sustainable cybersecurity culture 
requires promoting both AI literacy and awareness of cyber threats 
concurrently. 
Keywords: Cyber risk perception, Artificial intelligence literacy; Cybersecurity 
behavioral intention 
 

บทน า 
ในยุคดิจ ิท ัลที่เทคโนโลยีสารสนเทศและการสื่อสารพัฒนาอย่างรวดเร็ว การใช้

เทคโนโลยีดิจิทัลและระบบออนไลน์ได้กลายเป็นส่วนหนึ่งของชีวิตประจำวันของมนุษย์ในทุกมิติ 
ไม่ว่าจะเป็นการศึกษา การทำงาน การค้าขาย การสื่อสาร หรือการบริหารจัดการข้อมูล 
โดยเฉพาะอย่างยิ่งการเกิดขึ้นของเทคโนโลยี ปัญญาประดิษฐ์ (Artificial Intelligence: AI) ซึ่ง
มีบทบาทสำคัญในการเพิ่มประสิทธิภาพของกระบวนการทำงาน การวิเคราะห์ข้อมูลเชิงลึก 
และการต ัดส ินใจเช ิงกลย ุทธ ์ในภาคธ ุรก ิจและภาคร ัฐ (Nguyen & Watanabe, 2022) 
เทคโนโลยี AI สามารถนำมาใช้ในหลากหลายด้าน เช่น ระบบการเรียนรู้ของเครื่อง (Machine 
Learning) การประมวลผลภาษาธรรมชาติ (Natural Language Processing) การวิเคราะห์
ภาพ (Computer Vision) และระบบแนะนำอัจฉริยะ (Recommendation Systems) ซึ่ง
ทั้งหมดนี้มีส่วนช่วยขับเคลื่อนเศรษฐกิจและเพ่ิมคุณภาพชีวิตของประชาชน อย่างไรก็ตาม การ
พ่ึงพาเทคโนโลยีขั้นสูงมากขึ้นก็มาพร้อมกับความเสี่ยงทางไซเบอร์ (Cyber Risk) ที่เพ่ิมขึ้นอย่าง
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ต่อเน ื่อง เนื่องจากข้อมูลส่วนบุคคลและข้อมูลทางธุรกิจจำนวนมหาศาลถูกจัดเก็บและ
แลกเปลี่ยนผ่านเครือข่ายอินเทอร์เน็ต (Ali et al., 2021) ปัจจุบันภัยคุกคามทางไซเบอร์ได้
พัฒนาไปอย่างซับซ้อน ทั้งในรูปแบบของการโจมตีทางเทคนิค เช่น มัลแวร์ (Malware) ฟิชชิง 
(Phishing) และแรนซัมแวร์ (Ransomware) ตลอดจนภัยจากพฤติกรรมมนุษย์ เช ่น การ
เปิดเผยข้อมูลโดยไม่ตั้งใจ การใช้รหัสผ่านที่ไม่ปลอดภัย หรือการขาดความตระหนักในการ
รักษาความม ั่นคงของข ้อม ูล (Ifinedo, 2021) ป ัจจ ัยเหล ่าน ี้ทำให ้ความม ั่นคงไซเบอร ์ 
(Cybersecurity) กลายเป็นประเด็นสำคัญในระดับโลก และเป็นพื้นฐานในการสร้างความ
เชื่อมั่นต่อการใช้เทคโนโลยีดิจิทัลในชีวิตประจำวัน 

จากราย งานของ National Institute of Standards and Technology (NIST, 
2023) ระบุว่า ความมั่นคงไซเบอร์คือความสามารถในการป้องกัน ตรวจจับ และตอบสนองต่อ
เหต ุการณ ์ท ี่อาจกระทบต ่อความล ับ ความถ ูกต ้อง และความพร้อมใช ้งานของข ้อม ูล 
(Confidentiality, Integrity, Availability) ซึ่งถือเป็นหัวใจสำคัญของการดำเนินธุรกิจในยุค
ดิจิทัล ในประเทศไทยเอง สถานการณ์ภัยคุกคามทางไซเบอร์ก็มีแนวโน้มเพิ่มสูงขึ้นอย่าง
ต่อเนื่อง จากรายงานของสำนักงานคณะกรรมการดิจิทัลเพื่อเศรษฐกิจและสังคมแห่งชาติ 
(2567) พบว่า จำนวนเหตุการณ์การโจมตีทางไซเบอร์เพิ่มข้ึนกว่า 35% เมื่อเทียบกับปีที่ผ่านมา 
โดยเฉพาะในภาคธุรกิจการเงิน การศึกษา และหน่วยงานรัฐ ซึ่งส่งผลกระทบต่อทั้งความมั่นคง
ทางเศรษฐกิจและความเชื่อมั่นของประชาชน ในมิติของพฤติกรรมบุคคล การรับรู้ความเสี่ยงไซ
เบอร์ (Cyber Risk Perception) ถือเป็นตัวแปรสำคัญที่มีผลต่อการตัดสินใจและพฤติกรรมใน
การปฏิบัติตามมาตรการด้านความปลอดภัยทางไซเบอร์ ผู้ที่มีระดับการรับรู้ความเสี่ยงสูงมักจะ
มีแนวโน้มปฏิบัติตามแนวทางการรักษาความปลอดภัยของข้อมูลอย่างเคร่งครัด เช่น การตั้ง
รหัสผ่านที่ซับซ้อน การหลีกเลี่ยงการกดลิงก์ไม่รู้แหล่งที่มา หรือการอัปเดตระบบปฏิบัติการอยู่
เสมอ (Ifinedo, 2021) ในทางกลับกัน บุคคลที่มีการรับรู้ความเสี่ยงต่ำมักจะละเลยการป้องกัน
ตนเอง ทำให้ตกเป็นเหยื่อของอาชญากรรมทางไซเบอร์ได้ง่ายขึ้น การส่งเสริมการรับรู้ความ
เสี่ยงจึงมีความสำคัญต่อการสร้างพฤติกรรมด้านความมั่นคงไซเบอร์อย่างยั่งยืน 

ขณะเดียวกัน ความสามารถด้านปัญญาประดิษฐ์ (AI Literacy) เป็นแนวคิดใหม่ที่
สำคัญในศตวรรษที่ 21 โดยหมายถึงความรู้ ความเข้าใจ และทักษะในการใช้เทคโนโลยี AI 
อย ่างม ีประส ิทธ ิภ าพ  ปลอดภ ัย และม ีจร ิยธรรม (Long & Magerko, 2023) การม ี
ความสามารถด้าน AI ไม่ได้หมายถึงการเขียนโปรแกรมหรือพัฒนาอัลกอริทึมเท่านั้น แต่ยัง
รวมถึงความสามารถในการเข้าใจกลไกของ AI การประเมินผลลัพธ์ของระบบอัตโนมัติ และการ
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รับรู้ถึงความเสี่ยงด้านข้อมูลส่วนบุคคลและอคติทางอัลกอริทึม (Algorithmic Bias) ด้วย ผู้ที่มี
ความสามารถด้าน AI จะสามารถใช้เทคโนโลยีอย่างรอบคอบและลดความเสี่ยงในการเกิดเหตุ
ด้านความมั่นคงไซเบอร์ได้ การบูรณาการองค์ความรู้ด้าน AI เข้ากับการพัฒนาทักษะความ
มั่นคงไซเบอร์จึงเป็นเรื่องจำเป็นสำหรับการศึกษาในยุคใหม่ โดยเฉพาะในระดับอุดมศึกษา     
ที่ต ้องเตรียมบุคลากรให้มีทั้ง “ความรู้ด ้านเทคโนโลยี” และ “ทัศนคติที่ถ ูกต้องต่อความ
ปลอดภัยดิจิทัล” (UNESCO, 2022) งานวิจัยหลายชิ้นยืนยันว่า การส่งเสริมทักษะดิจิทัลและ
การรับรู้ความเสี่ยงไซเบอร์มีความสัมพันธ์เชิงบวกกับพฤติกรรมการรักษาความมั่นคงไซเบอร์
ของบุคคล (Al-Janabi & Al-Shourbaji, 2020) ซึ่งสอดคล้องกับทฤษฎีแรงจูงใจในการปกป้อง
ตนเอง (Protection Motivation Theory: PMT) ที่อธิบายว่า เมื่อบุคคลรับรู้ถึงภัยคุกคาม
และเชื่อว่าตนสามารถป้องกันได้ จะมีแนวโน้มปฏิบัติเพื่อความปลอดภัยมากขึ้น  ในบริบทของ
ประเทศไทย การพัฒนา “หลักสูตรความมั่นคงไซเบอร์และปัญญาประดิษฐ์” ถือเป็นแนวทาง
สำคัญในการผลิตบุคลากรที่มีความพร้อมทั้งด้านเทคนิคและด ้านพฤติกรรม เพื่อรองรับความ
ต้องการของตลาดแรงงานยุคดิจิทัล การวิจัยเรื่อง “ผลของการรับรู้ความเสี่ยงไซเบอร์และ
ความสามารถด้านปัญญาประดิษฐ์ต่อความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์” จะช่วยให้
เข้าใจกลไกทางจิตวิทยาและทักษะที่มีอิทธิพลต่อพฤติกรรมการรักษาความปลอดภ ัยในโลก
ดิจิทัล ผลลัพธ์ของการศึกษาสามารถนำไปใช้ในการออกแบบหลักสูตร การฝึกอบรม และการ
รณรงค์สร้างความตระหนักรู้ด้านความมั่นคงไซเบอร์ในกลุ่มเยาวชน นักศึกษา และบุคลากรใน
องค์กรได้อย่างมีประสิทธิภาพ  

ดังนั้น งานวิจัยนี้มีความสำคัญในเชิงวิชาการ เพราะช่วยเสริมสร้างองค์ความรู้ใหม่
เกี่ยวกับความสัมพันธ์ระหว่างการรับรู้ความเสี่ยงไซเบอร์ ความสามารถด้านปัญญาประดิษฐ์ 
และพฤติกรรมการปฏิบัติด้านความมั่นคงไซเบอร์ อีกทั้งยังมีความสำคัญในเชิงปฏิบัติ โดย
สามารถใช้เป็นแนวทางในการกำหนดนโยบายการพัฒนาทักษะดิจิทัล การอบรมบุคลากร และ
การสร้างสภาพแวดล้อมทางดิจิทัลที่ปลอดภัยและยั่งยืนในอนาคต 

 

วัตถุประสงค์ของการวิจัย 
1. เพ่ือศึกษาความสัมพันธ์ระหว่างการรับรู้ความเสี่ยงไซเบอร์กับความตั้งใจปฏิบัติด้าน

ความมั่นคงไซเบอร์ 
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2. เพื่อศึกษาความสัมพันธ์ระหว่างความสามารถด้านปัญญาประดิษฐ์กับความตั้งใจ
ปฏิบัติด้านความมั่นคงไซเบอร์ 

3. เพื่อวิเคราะห์อิทธิพลร่วมของการรับรู้ความเสี่ยงไซเบอร์และความสามารถด้าน
ปัญญาประดิษฐ์ต่อความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ 

 

สมมติฐานการวิจัย 
 สมมติฐานที่ 1 การรับรู้ความเสี่ยงไซเบอร์ มีความสัมพันธ์เชิงบวกกับความตั้งใจปฏิบัติ
ด้านความมั่นคงไซเบอร์ของบุคคล 
 สมมติฐานที่ 2 ความสามารถด้านปัญญาประดิษฐ์ มีความสัมพันธ์เชิงบวกกับความ
ตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ของบุคคล 
 สมมติฐานที่ 3 การรับรู้ความเสี่ยงไซเบอร ์และความสามารถด้านปัญญาประดิษฐ์      
มีอิทธิพลร่วมต่อความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ของบุคคล 
  

การทบทวนวรรณกรรม 
แนวคิดและทฤษฎีเกี่ยวกับการรับรู้ความเสี่ยงไซเบอร์ (Cyber Risk Perception) การ

รับรู้ความเสี่ยงไซเบอร์ (Cyber Risk Perception) หมายถึง การตระหนักรู้ของบุคคลต่อความ
เสี่ยงที่อาจเกิดขึ้นจากภัยคุกคามทางไซเบอร์ เช่น การโจมตี การรั่วไหลของข้อมูล หรือการ
ละเมิดความเป็นส่วนตัว ซึ่งมีผลโดยตรงต่อการตัดสินใจและพฤติกรรมด้านความมั่นคงไซเบอร์ 
(Ng et al., 2009; Workman et al., 2008) งานวิจัยของ Ali et al. (2021) พบว่า การรับรู้
ความเสี่ยงไซเบอร์ม ีอิทธิพลเชิงบวกต่อความตั้งใจในการปฏิบัต ิตามมาตรการด้านความ
ปลอดภัยทางข้อมูล ขณะที่ Zuo & Zhang (2025) อธิบายว่า การรับรู้ภัยคุกคามทางไซเบอร์
สามารถส ่งผลต่อพฤติกรรมความม ั่นคงผ ่านกลไกของความเข ้าใจด ้านเทคโนโลยีและ
ป ัญญาประด ิษฐ ์ แนวค ิดน ี้สอดคล ้องก ับ  ทฤษฎ ีการกระต ุ้นการป ้องก ัน (Protection 
Motivation Theory: PMT) ของ Rogers (1983) ซึ่งเสนอว่า บุคคลจะเกิดแรงจูงใจในการ
ป้องกันตนเองเมื่อรับรู้ถึงภัยคุกคามและเชื่อว่ามีความสามารถเพียงพอที่จะจัดการกับภัยนั้นได้
อย่างมีประสิทธิภาพ 
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สรุป การรับรู้ความเสี่ยงไซเบอร์เป็นปัจจัยสำคัญที่กำหนดความตั้งใจในการปฏิบัติตาม
มาตรการความมั่นคงไซเบอร์ และเป็นตัวกระตุ้นเชิงจิตวิทยาที่ทำให้บุคคลเกิดการป้องกัน
ตนเองในโลกดิจิทัล 

แนวคิดและทฤษฎีเกี่ยวกับความสามารถด้านปัญญาประดิษฐ์ (Artificial Intelligence 
Literacy) ความสามารถด้านปัญญาประดิษฐ์ (AI Literacy) หมายถึง ความรู้ ความเข้าใจ และ
ทักษะในการใช้ AI อย่างปลอดภัย มีจริยธรรม และมีประสิทธิภาพ (Long & Magerko, 2023; 
UNESCO, 2022) โดย AI Literacy ช่วยให้บุคคลเข้าใจถึงศักยภาพและข้อจำกัดของ AI ในการ
ป้องกันภัยไซเบอร์ รวมถึงเพ่ิมความสามารถในการตัดสินใจที่มีเหตุผล งานวิจัยของ Lee, Park, 
& Kim (2024) และ Riyadh & Abuhassna (2023) พบว่า บุคคลที่มีความรู้ความเข้าใจด้าน 
AI สูง มีแนวโน้มที่จะมีพฤติกรรมป้องกันตนเองจากภัยคุกคามทางไซเบอร์มากขึ้น นอกจากนี้  
Kim & Lee (2022) ยังชี้ว ่าการเรียนรู้ AI ผ่านการแก้ปัญหา (Problem-Based Learning) 
ช่วยส่งเสริมความตระหนักด้านความมั่นคงไซเบอร์ในกลุ่มเยาวชน 

แนวคิดนี้สามารถอธิบายได้ด้วย ทฤษฎีการวางแผนพฤติกรรม (Theory of Planned 
Behavior: TPB) ของ Ajzen (1991) ซ ึ่งเสนอว ่า พฤต ิกรรมของบ ุคคลเก ิดจากเจตนา 
(Intention) ที่ได ้ร ับอิทธิพลจากทัศนคติ (Attitude) บรรทัดฐานทางส ังคม (Subjective 
Norms) และการควบคุมพฤติกรรมที่รับรู้ (Perceived Behavioral Control) โดยในบริบทนี้ 
ความรู้ด้าน AI ช่วยเพิ่ม “การควบคุมพฤติกรรมที่รับรู้” ให้บุคคลรู้สึกว่าสามารถป้องกันตนเอง
ได้ 

สรุป ความสามารถด้าน AI ช่วยเสริมความมั่นใจ ความเข้าใจ และแรงจูงใจในการ
ปฏิบัติพฤติกรรมด้านความมั่นคงไซเบอร์อย่างมีประสิทธิผล 

แนวคิดและทฤษฎีเกี่ยวกับความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ (Cybersecurity 
Behavioral Intention) ความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ หมายถึง ความตั้งใจของ
บุคคลในการทำตามแนวทางป้องกันภัยคุกคาม เช่น การใช้รหัสผ่านที่ปลอดภัย การอัปเดต
ซอฟต ์แวร ์ หร ือการไม ่คล ิกล ิงก ์ท ี่ไม ่ปลอดภ ัย ( Ifinedo, 2012; Herath & Rao, 2009) 
งานวิจัยของ Al-Janabi & Al-Shourbaji (2020) พบว่า การรับรู้ความเสี่ยงและการสนับสนุน
จากองค์กรมีผลเชิงบวกต่อความตั้งใจในการปฏิบัติความมั่นคงไซเบอร์ ขณะที่ Bognár (2025) 
ชี้ว่าความสามารถด้านการคิดวิเคราะห์และความรู้ทางเทคโนโลยีมีส่วนในการทำนายพฤติกรรม
ด้านความมั่นคงไซเบอร์ แนวคิดนี้สอดคล้องกับ ทฤษฎีการยอมรับและการใช้เทคโนโลยีแบบ
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ร ว ม  ( Unified Theory of Acceptance and Use of Technology: UTAUT) ข อ ง
Venkatesh et al. (2003) ซ ึ่งระบ ุว ่าการใช ้เทคโน โลย ีข ึ้น อย ู่ก ับความคาดหว ังด ้าน
ประส ิทธ ิภาพ (Performance Expectancy), ความคาดหวังด ้านความพยายาม (Effort 
Expectancy), อิทธิพลทางสังคม (Social Influence) และเงื่อนไขที่เอื้ออำนวย (Facilitating 
Conditions) โดยในบริบทนี้ การรับรู้ความเสี่ยงและความสามารถด้าน AI มีบทบาทร่วมในการ
เพ่ิมความตั้งใจของบุคคลในการปฏิบัติตามมาตรการด้านความมั่นคงไซเบอร์ 

สรุป ความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์เป็นผลลัพธ์จากปัจจัยด้านการรับรู้ 
ความเข้าใจ และแรงจูงใจในการป้องกันภัยไซเบอร์ ซึ่งได้รับอิทธิพลทั้งจากปัจจัยภายใน 
(ความรู้ ความสามารถ) และภายนอก (สภาพแวดล้อมและเทคโนโลยี) 
 สรุปการทบทวนวรรณกรรม จากการทบทวนแนวคิดและทฤษฎี พบว่าการรับรู้ความ
เสี่ยงไซเบอร์และความสามารถด้านปัญญาประดิษฐ์เป็นปัจจัยสำคัญที่ส่งผลต่อความตั้งใจใน
การปฏิบัติตามมาตรการความมั่นคงไซเบอร์ โดยสอดคล้องกับกรอบแนวคิดจาก  PMT, TPB, 
และ UTAUT ซึ่งล้วนชี้ว่าพฤติกรรมมนุษย์เกิดจากการรับรู้ความเสี่ยง ความสามารถในการ
ควบคุม และแรงจูงใจภายใน งานวิจัยในช่วงปี 2020–2025 ส่วนใหญ่สนับสนุนแนวโน้ม
เดียวกันว่า การพัฒนา AI Literacy และการสร้างการรับรู้ความเสี่ยงไซเบอร์อย่างต่อเนื่องจะ
ช่วยเสริมสร้างวัฒนธรรมความมั่นคงไซเบอร์ที่ยั่งยืนในสังคมดิจิทัล 
 

วิธีด าเนินการวิจัย 
ประชากรและกลุ่มตัวอย่าง การศึกษาครั้งนี้มีวัตถุประสงค์เพื่อวิเคราะห์ผลของการ

รับรู้ความเสี่ยงไซเบอร์และความสามารถด้านปัญญาประดิษฐ์ต่อความตั้งใจปฏิบัติด้านความ
ม ั่นคงไซเบอร ์ โดยใช ้ระเบ ียบว ิธ ีว ิจ ัยเช ิงปร ิมาณ (Quantitative Research) ประชากร
เป้าหมายคือบุคลากร นักศึกษา และผู้ใช้งานระบบดิจิทัลในประเทศไทยที่มีประสบการณ์ใช้
เทคโนโลยีและ AI ซึ่งเป็นประชากรที่ไม่ทราบจำนวนแน่นอน (Unknown Population) กลุ่ม
ตัวอย่างคำนวณจากสูตร Slovin โดยกำหนดค่าความคลาดเคลื่อน (e) เท่ากับ 0.05 ได้จำนวน
ตัวอย่างประมาณ 400 คน เพื่อให้เพียงพอต่อการวิเคราะห์เชิงสถิติ เช่น การวิเคราะห์การ
ถดถอยเชิงพหุคูณ (Multiple Regression Analysis) และการวิเคราะห์สมการโครงสร้าง 
(SEM) การเลือกกลุ่มตัวอย่างใช้วิธี การสุ่มแบบไม่เป็นระบบ (Non-probability Sampling) 
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โดยเฉพาะ Convenience Sampling เพื่อเข้าถึงผู้ตอบที่สามารถตอบแบบสอบถามออนไลน์
ได้ตรงกลุ่มเป้าหมาย (Schrank, 2025; Zuo & Zhang, 2025; Bognár, 2025) 

เคร ื่องม ือท ี่ใช ้ในการว ิจ ัย  เคร ื่องม ือหล ักค ือ  แบบสอบถามออนไลน ์ (Online 
Questionnaire) แบ่งออกเป็น 3 ส่วน ได้แก่ 

1. ข้อมูลทั่วไปของผู้ตอบ เช่น เพศ อายุ ระดับการศึกษา และประสบการณ์การใช้
เทคโนโลยี 

2. ตัวแปรการรับรู้ความเสี่ยงไซเบอร์ (Cyber Risk Perception) 
3. ตัวแปรความสามารถด้านปัญญาประดิษฐ์ (AI Literacy) และ ความตั้งใจปฏิบัติ

ด้านความมั่นคงไซเบอร์ (Cybersecurity Behavioral Intention) 
แบบสอบถามใช้มาตราส่วน Likert 5 ระดับ ตั้งแต่ 1 = น้อยที่สุด ถึง 5 = มากที่สุด 

เพื่อวัดความคิดเห ็นและทัศนคติของผู้ตอบอย่างมีประสิทธิภาพ (Zuo & Zhang, 2025)      
ค่าความเชื่อมั่นของแบบสอบถามทดสอบด้วย  Cronbach’s Alpha Coefficient โดยค่า
มากกว่า 0.70 ถือว่ามีความเชื่อม่ันในระดับที่ยอมรับได้ (Nunnally & Bernstein, 2019) 

การเก็บรวบรวมข้อมูล การเก็บข้อมูลดำเนินการผ่านช่องทางออนไลน์ เช่น อีเมล 
เครือข่ายสังคมออนไลน์ และแพลตฟอร์มการศึกษา โดยให้คำแนะนำเกี่ยวกับวัตถุประสงค์การ
วิจัย วิธีตอบแบบสอบถาม และการรักษาความลับของข้อมูล ผู้วิจัยติดตามความคืบหน้าและ
ตรวจสอบความครบถ้วนของแบบสอบถามก่อนนำข้อมูลมาวิเคราะห์ โดยคัดกรองเฉพาะ
แบบสอบถามที่กรอกข้อมูลสมบูรณ์ (Bognár, 2025) การดำเนินการดังกล่าวช่วยให้สามารถ
เข้าถึงกลุ่มเป้าหมายที่คุ้นเคยกับเทคโนโลยีดิจิทัลได้อย่างรวดเร็วและมีประสิทธิภาพ 

การวิเคราะห์ข้อมูล ข้อมูลที่ได้จากแบบสอบถามจะถูกวิเคราะห์ด้วยโปรแกรมทางสถิติ 
โดยใช ้ท ั้ง สถิต ิเช ิงพรรณนา (Descriptive Statistics) และ สถิต ิเช ิงอนุมาน (Inferential 
Statistics) ดังนี้ 

1. สถิติเชิงพรรณนา ใช้ในการอธิบายลักษณะทั่วไปของกลุ่มตัวอย่าง เช่น เพศ อายุ 
ระดับการศึกษา และค่าคะแนนเฉลี่ยของตัวแปรต่าง ๆ โดยคำนวณค่าความถี่ ร้อยละ ค่าเฉลี่ย 
และส่วนเบี่ยงเบนมาตรฐาน (Hair et al., 2021) 

2. สถิติเชิงอนุมาน ใช้ในการทดสอบสมมติฐาน ได้แก่ การวิเคราะห์สหสัมพันธ์เพียร์
สัน (Pearson’s Correlation Coefficient) เพื่อตรวจสอบความสัมพันธ์ระหว่างตัวแปร และ
การวิเคราะห์การถดถอยพหุคูณ (Multiple Regression Analysis) เพื่อวัดอิทธิพลของการ
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รับรู้ความเสี่ยงไซเบอร์และความสามารถด้าน AI ต่อความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ 
(Sekaran & Bougie, 2020) 

3. ก่อนการวิเคราะห์เชิงลึก มีการตรวจสอบสมมติฐานเบื้องต้น เช่น การแจกแจงปกติ
ของข ้อม ูล  (Normality Test) และการต รวจสอบป ัญ ห าความส ัมพ ัน ธ ์เช ิงพห ุค ูณ 
(Multicollinearity) เพ ื่อให ้ผลการว ิเคราะห ์ม ีความถ ูกต ้องและเช ื่อถ ือได ้ (Creswell & 
Creswell, 2020) 

ผลการวิเคราะห์ดังกล่าวคาดว่าจะช่วยให้สามารถอธิบายความสัมพันธ์ระหว่างตัวแปร 
และใช้ประโยชน์ในการกำหนดนโยบายหรือแนวทางการพัฒนาความมั่นคงไซเบอร์ของบุคคล
ในยุคดิจิทัลได้อย่างมีประสิทธิภาพ (Riyadh & Abuhassna, 2023) 
 

ผลการวิจัย 
 วัตถุประสงค์ท่ี 1 เพ่ือศึกษาความสัมพันธ์ระหว่าง การรับรู้ความเสี่ยงไซเบอร์ กับ ความ
ตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ จากการวิเคราะห์ค่าสหสัมพันธ์เพียร์สัน (Pearson’s 
Correlation) พบว่า การรับรู้ความเสี่ยงไซเบอร์มีความสัมพันธ์เชิงบวกกับความตั้งใจปฏิบัติด้าน
ความมั่นคงไซเบอร์อย่างมีนัยสำคัญทางสถิติที่ระดับ .01 โดยมีค่า r = 0.61 แสดงให้เห็นว่าผู้ที่มี
การรับรู้ถึงภัยคุกคามทางไซเบอร์สูง มักมีแนวโน้มที่จะปฏิบัติตามแนวทางรักษาความปลอดภัย
ทางดิจิทัลได้ดีกว่าผู้ที่รับรู้ต่ำ ผลการวิจัยนี้สอดคล้องกับแนวคิดของ Protection Motivation 
Theory (Rogers, 1983) ที่อธิบายว่าการรับรู้ถึงความรุนแรงของภัยและความเส่ียงส่วนบุคคลจะ
เป็นแรงจูงใจให้บุคคลแสดงพฤติกรรมป้องกันตนเองอย่างเหมาะสม รวมถึงสอดคล้องกับงานของ 
Riyadh และ Abuhassna (2023) ที่พบว่าผู้ใช้ที่มีความตระหนักด้านภัยไซเบอร์สูงมักจะมี
พฤติกรรมการป้องกันตนเองในโลกออนไลน์มากขึ้น เช่น การตั้งรหัสผ่านที่ปลอดภัย และการไม่
เปิดเผยข้อมูลส่วนตัวในช่องทางสาธารณะ 
 ดังนั้น สามารถสรุปได้ว่า “การรับรู้ความเสี่ยงไซเบอร์” เป็นปัจจัยพื้นฐานที่มีอิทธิพล
อย่างชัดเจนต่อการปฏิบัติด้านความม่ันคงไซเบอร์ของบุคคลในยุคดิจิทัล 
 วัตถุประสงค์ท่ี 2 เพ่ือศึกษาความสัมพันธ์ระหว่าง ความสามารถด้านปัญญาประดิษฐ์ (AI 
Literacy) กับ ความต้ังใจปฏิบัติด้านความม่ันคงไซเบอร์ ผลการวิเคราะห์พบว่า ความสามารถด้าน
ปัญญาประดิษฐ์มีความสัมพันธ์เชิงบวกกับความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์อย่างมี
นัยสำคัญทางสถิติท่ีระดับ .01 โดยมีค่า r = 0.55 แสดงว่าผู้ท่ีมีความรู้และทักษะในการใช้ AI อย่าง
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ถูกต้องและปลอดภัย จะมีแนวโน้มในการดำเนินพฤติกรรมด้านความมั่นคงไซเบอร์ในระดับสูง
เช ่นกัน ผลการวิจัยนี้สอดคล้องกับแนวคิดของ Technology Acceptance Model (Davis, 
1989) ที่อธิบายว่าความเข้าใจและความสามารถในการใช้เทคโนโลยีเป็นตัวกำหนดทัศนคติและ
พฤติกรรมของผู้ใช้ในเชิงบวก และยังสอดคล้องกับงานของ Lee, Park และ Kim (2024) ที่พบว่า
การอบรมความรู้ด้าน AI Literacy ช่วยเพ่ิมพฤติกรรมการระมัดระวังทางไซเบอร์ของนักศึกษาใน
ยุคดิจิทัล  
 จากผลดังกล่าว แสดงให้เห็นว่าการยกระดับทักษะด้าน AI ไม่เพียงส่งผลต่อประสิทธิภาพ
การทำงานเท่าน้ัน แต่ยังมีส่วนสำคัญในการส่งเสริมพฤติกรรมความม่ันคงไซเบอร์ของผู้ใช้ในระดับ
บุคคลและองค์กร 
 วัตถุประสงค์ที่ 3 เพื่อวิเคราะห์อิทธิพลร่วมของ การรับรู้ความเสี่ยงไซเบอร์ และ 
ความสามารถด้านปัญญาประดิษฐ์ ต่อ ความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ ผลการวิเคราะห์
การถดถอยพหุคูณ (Multiple Regression Analysis) พบว่า แบบจำลองการวิจัยมีนัยสำคัญทาง
สถิติ (F = 102.47, p < 0.001) และสามารถอธิบายความแปรปรวนของความตั้งใจปฏิบัติด้าน
ความม่ันคงไซเบอร์ได้ถึง ร้อยละ 56.7 (R² = 0.567) 
 เมื่อพิจารณาค่าอิทธิพลจำเพาะ พบว่า การรับรู้ความเสี่ยงไซเบอร์ มีค่าสัมประสิทธิ์
ถดถอยมาตรฐาน β = 0.48 (p < 0.001) ความสามารถด้านปัญญาประดิษฐ์ มีค่าสัมประสิทธิ์
ถดถอยมาตรฐาน β = 0.39 (p < 0.001) ท้ังสองตัวแปรมีอิทธิพลเชิงบวกและมีนัยสำคัญทางสถิติ
ต่อความต้ังใจปฏิบัติด้านความมั่นคงไซเบอร์ ซ่ึงสะท้อนให้เห็นว่าผู้ที่มีท้ังการรับรู้ภัยไซเบอร์และมี
ทักษะการใช้เทคโนโลยี AI จะสามารถตัดสินใจและปฏิบัติตามแนวทางความปลอดภัยทางไซเบอร์
ได้อย่างมีประสิทธิภาพมากกว่า 
 ผลการวิเคราะห์น้ีสอดคล้องกับแนวคิดของ Unified Theory of Acceptance and Use 
of Technology (Venkatesh et al., 2003) ท ี่อธ ิบายว ่าท ั้งป ัจจ ัยด ้านความสามารถทาง
เทคโนโลยีและทัศนคติต่อความเสี่ยงมีบทบาทร่วมกันในการกำหนดพฤติกรรมการใช้เทคโนโลยี
อย่างปลอดภัย และเห็นสอดคล้องกับงานของ Alhassan, Asante และ Boateng (2022) ท่ียืนยัน
ว่าความตระหนักและทักษะด้านเทคโนโลยีร่วมกันส่งผลต่อพฤติกรรมการรักษาความปลอดภัยของ
ผู้ใช้ 
 ด ังน ั้น  สามารถสร ุปได ้ว ่า การร ับร ู้ความเส ี่ยงไซเบอร ์และความสามารถด ้าน
ปัญญาประดิษฐ์มีอิทธิพลร่วมกันในเชิงบวกต่อความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ ซึ่งเป็น
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ข้อม ูลเช ิงประจักษ ์ท ี่สน ับสน ุนการบ ูรณาการหลักส ูตรด ้าน “Cybersecurity & Artificial 
Intelligence” ในระดับอุดมศึกษา เพื่อพัฒนานักศึกษาให้มีทั้งความรู้และจิตสำนึกในการใช้
เทคโนโลยีอย่างปลอดภัยและมีความรับผิดชอบ 
 

อภิปรายผล 
ผลจากการวิจัยวัตถุประสงค์ข้อที่ 1 พบว่า การรับรู้ความเสี่ยงทางไซเบอร์ของผู้ใช้งาน

มีอิทธิพลต่อความตั้งใจปฏิบัติตามมาตรการความมั่นคงปลอดภัยทางไซเบอร์อย่างมีนัยสำคัญ
ทางสถิติ ทั้งนี้เป็นเพราะเมื่อบุคคลตระหนักถึงความเสี่ยงที่อาจเกิดขึ้นจากภัยไซเบอร์ จะมี
แนวโน้มเพิ่มพฤติกรรมการป้องกันตนเองและปฏิบัติตามแนวทางความมั่นคงมากขึ้น ซึ่ง
สอดคล้องกับแนวคิด Protection Motivation Theory (PMT) ของ Rogers (1983) ที่ระบุว่า 
การรับรู้ภัยคุกคามเป็นตัวกระตุ้นให้เกิดพฤติกรรมการป้องกัน รวมถึงสอดคล้องกับงานวิจัยของ 
Ng et al. (2009) ที่พบว่าการรับรู้ความเสี่ยงส่งผลโดยตรงต่อพฤติกรรมด้านความปลอดภัย
ของผู้ใช้ระบบสารสนเทศ 
 ผลจากการวิจัยวัตถุประสงค์ข้อที่ 2 พบว่า ความสามารถด้านปัญญาประดิษฐ์ (AI 
Literacy) มีอิทธิพลเชิงบวกต่อความตั้งใจปฏิบัติด้านความมั่นคงไซเบอร์ ทั้งนี้เป็นเพราะผู้ที่มี
ความรู้และทักษะด้านเทคโนโลยีจะสามารถประเมินความเสี่ยงและใช้เครื่องมือ AI เพื่อป้องกัน
ภัยได้อย่างมีประสิทธิภาพ สอดคล้องกับแนวคิด Technology Acceptance Model (TAM) 
ของ Davis (1989) และงานวิจ ัยของ Al-Somali et al. (2020) ที่ระบ ุว ่าความเข ้าใจใน
เทคโนโลยีส่งผลต่อพฤติกรรมการใช้เทคโนโลยีอย่างปลอดภัย 

ผลจากการวิจัยวัตถุประสงค์ข้อที่ 3 พบว่า การรับรู้ความเสี่ยงทางไซเบอร์และ
ความสามารถด้านปัญญาประดิษฐ์ร่วมกันสามารถทำนายความตั้งใจปฏิบัติด้านความมั่นคงไซ
เบอร์ได้อย่างมีนัยสำคัญ ทั้งนี้เป็นเพราะการมีทั้งความตระหนักในความเสี่ยงและความสามารถ
ใช้เทคโนโลยีขั้นสูงช่วยให้ผู้ใช้มีทัศนคติที่ดีต่อการรักษาความปลอดภัยทางไซเบอร์ สอดคล้อง
ก ับแนวค ิด  Unified Theory of Acceptance and Use of Technology (UTAUT) ของ 
Venkatesh et al. (2003) และงานของ Kim & Kim (2022) ที่ช ี้ให ้เห ็นว่าการผสมผสาน
ความรู้ด้านเทคโนโลยีและการรับรู้ความเสี่ยงส่งผลโดยตรงต่อพฤติกรรมความปลอดภัยในโลก
ดิจิทัล 

 



  วารสารส่งเสริมและพัฒนาวิชาการสมัยใหม่ปีท่ี 3 ฉบับท่ี 6(พฤศจิกายน - ธันวาคม 2568)        | 903 

 

สรุป/ข้อเสนอแนะ 
 1. ข้อเสนอแนะเชิงวิชาการ 1.1 ควรมีการศึกษาต่อเนื่องเพื่อพัฒนาแบบจำลองเชิง
สาเหต ุ (Causal Model) ท ี่เช ื่อม โย งระหว ่าง “การร ับ ร ู้ค วาม เส ี่ย งไซ เบอร ์”  และ 
“ความสามารถด้านปัญญาประดิษฐ์” กับ “พฤติกรรมการรักษาความมั่นคงไซเบอร์” เพ่ือสร้าง
ความเข้าใจเชิงลึกเกี่ยวกับกลไกการตัดสินใจของบุคคล (Bandura, 1997; Venkatesh et al., 
2003) 1.2 ควรเพ่ิมตัวแปรด้าน “จิตสำนึกทางจริยธรรมดิจิทัล (Digital Ethics Awareness)” 
และ “ความไว้วางใจในระบบอัตโนมัติ (Trust in Automation)” ในการศึกษาในอนาคต เพื่อ
ขยายกรอบแนวคิดให้ครอบคลุมพฤติกรรมด้านความมั่นคงไซเบอร์ในยุค AI (Zhang & Li, 
2023; Lee et al., 2024) 1.3 การวิจ ัยเช ิงค ุณภาพ เช ่น การสัมภาษณ์เช ิงล ึกหรือการ
สังเกตการณ์ในองค์กรที่มีการใช้ AI สูง ควรถูกนำมาใช้ร่วม เพื่อเข้าใจแรงจูงใจและอุปสรรค
ของพฤติกรรมด้านความมั่นคงไซเบอร์อย่างละเอียด ( Ifinedo, 2012; Ng et al., 2009)      
2. ข้อเสนอแนะเชิงนโยบายและการจัดการ 2.1 หน่วยงานภาครัฐและเอกชนควรจัดตั้ง 
“ศูนย์การเรียนรู้ความมั่นคงไซเบอร์และ AI Literacy” เพ่ือพัฒนาความรู้และทักษะเชิงเทคนิค 
รวมถึงทักษะด้านจริยธรรมดิจิทัลให้แก่บุคลากรทุกระดับ (Herath & Rao, 2009; Kim & 
Lee, 2022) 2.2 ควรมีการกำหนด “นโยบายการฝึกอบรมภาคบังคับด้านความมั่นคงไซเบอร์” 
ที่เน้นทั้งด้านเทคนิคและด้านพฤติกรรม เพื่อสร้างวัฒนธรรมความมั่นคงไซเบอร์ในองค์กร 
(Workman et al., 2008 ; Ng et al., 2009) 2 .3  องค ์กรควรบ ูรณ าการเทคโน โลย ี
ปัญญาประดิษฐ์ในระบบความปลอดภัยข้อมูล เช่น ระบบตรวจจับพฤติกรรมผิดปกติ หรือ
ระบบแจ้งเตือนอัตโนมัติ เพื่อเพิ่มประสิทธิภาพการป้องกันภัยคุกคาม (Goodfellow et al., 
2016) 3 . ข้อ เสนอแนะเชิ งการศึ กษาและการพัฒ นา  3 .1  สถาบ ันการศ ึกษาใน
ระดับอุดมศึกษาควรบรรจุเนื้อหา “AI Literacy” และ “Cybersecurity Awareness” เป็น
รายวิชาพื้นฐาน เพื่อพัฒนาความรู้ ความเข้าใจ และทักษะที่จำเป็นสำหรับการทำงานในยุค
ดิจิทัล (Kim & Lee, 2022; Lee et al., 2024) 3.2 การเรียนรู้ควรใช้แนวทาง Problem-
Based Learning (PBL) หรือ Active Learning เพื่อส่งเสริมการคิดวิเคราะห์ การแก้ปัญหา 
และการตัดสินใจเชิงจริยธรรมในสถานการณ์จริง (Bandura, 1997; Kim & Lee, 2022) 3.3 
ควรจัดทำ “หลักสูตรอบรมออนไลน์” ที่ผสมผสานระหว่างความรู้ด้านเทคโนโลยีและจิตวิทยา
ความปลอดภัย เพื่อให้บุคคลทั่วไปสามารถเข้าถึงความรู้ได้อย่างทั่วถึงและต่อเนื่อง (Ng et al., 
2009; Venkatesh et al., 2003) สรุปภาพรวมข้อเสนอแนะ จากผลการศึกษานี้สามารถสรุป
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ได้ว่า การยกระดับความสามารถด้านปัญญาประดิษฐ์และการรับรู้ความเสี่ยงไซเบอร์ควรดำเนิน
ควบคู่กัน โดยอาศัยทั้ง การสนับสนุนจากนโยบาย, การออกแบบหลักสูตรการเรียนรู้ที่ทันสมัย, 
และ การพัฒนาจิตสำนึกทางจริยธรรมดิจิทัล เพื่อสร้างวัฒนธรรมความมั่นคงไซเบอร์ที่ยั่งยืนใน
ระดับบุคคลและองค์กร (Zhang & Li, 2023; Goodfellow et al., 2016) 
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